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PREFACE

This document is a collection of technical reports on research conducted by the participants in

the 1999 NASA/ASEE Summer Faculty Fellowship Program at the John F. Kennedy Space

Center (KSC). This was the fifteenth year that a NASA/ASEE program has been conducted at

KSC. The 1999 program was administered by the University of Central Florida (UCF) in

cooperation with KSC. The program was operated under the auspices of the American Society

for Engineering Education (ASEE) and the Education Division, NASA Headquarters,

Washington, D.C. The KSC program was one of nine such Aeronautics and Space Research

Programs funded by NASA Headquarters in 1999.

The basic common objectives of the NASA/ASEE Summer Faculty Fellowship Program are:

a.

bo

Co

d.

To further the professional knowledge of qualified engineering and science faculty

members;

To stimulate an exchange of ideas between teaching participants and employees of

NASA;

To enrich and refresh the research and teaching activities of participants institutions;

and,

To contribute to the research objectives of the NASA center.

The KSC Faculty Fellows spent ten weeks (May 25 through July 30, 1999) working with

NASA scientists and engineers on research of mutual interest to the university faculty member

and the NASA colleague. The editors of this documem were responsible for selecting

appropriately qualified faculty to address some of the many research areas of current interest to

NASA/KSC. A separate document reports on the administrative aspects of the 1999 program.

The NASA/ASEE program is intended to be a two-year program to allow in-depth research by

the university faculty member. In many cases a faculty member has developed a close

working relationship with a particular NASA group that had provided funding beyond the two-

year limit.
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ABSTRACT

The purpose of this project was to evaluate a possible detector for a Mars

chamber. Due to theoretical considerations a Mass Spectrometer unit was decided

to be the best choice. The detector had to be design for the new role and

characterized. To do this, the original mass spectrometer of a bell jar vacuum

system was used. The original schematic had to be abandon and a new design was

formed. Gas leaks and other problems were addressed and solved. Due to the

difficulties in troubleshooting this particular system several recommendations are

put forth. The main recommendation is to replace the old mass spectrometer unit

with a new instrument.



1. INTRODUCTION

Landingon themoon,oneof Man'_-rhost-celebratedachievements,wasa
culminationof a steadywaveof missionsstartingwith theMercury missionto
finally theApollo mission. Beforesomeonecouldbesafelysetfoot on themoon,
theenvironmentof themoonandspaceandeffectof thisenvironmenton the
instrumentsanddesignhadto beknown. This wasthereasonsfor Mercuryand
Geminimissionsandtheunmannedsatellites.

Now, anewgoal isdawning,to put thefirst manor womanonMars, amore
changelingachievementthananytakenbefore. Onethatpromisesto bring
technologicaladvancesin communications,computers,life sciences,andmaterial
sciencesin additionto gainingabroaderunderstandingof thesolarsystem.The
trip will lastyearsinsteadof daysalongwith living onahostileplanet. Also, the
astronautswill needto makeuseof theresourcesof theplanetitself to surviveand
to returnhome.Thespacecraftwill not beableto carryall thefood,oxygen,and
fuelnecessaryfor thecompletemission.(1) (2) Thischallengeis beingattacked
now,andis in the"MercuryMission" stageof development.

TheMarsatmosphereisvery differentfrom theatmospherehereonEarth. The
atmosphericpressureon thesurfaceof Mars is lessthan1%of Earth's
atmosphere.Themeasuredcompositionof theMartianatmosphereisgivenin
TableI. Carbondioxidemakesup thebulk of theatmosphereandthereisvery
little oxygen.(3) Thereforeit isexpectedthat materialswill reactandwear
differently in theMarsatmosphere.

Table 1: Composition of the Martian Atmosphere

Constituent Composition

carbon dioxide 95.3 %

nitrogen (N2) 2.7 %

argon 1.6 %

oxygen (0 2) 0.13 %

water vapor 0.03 % (variable)

To overcome the before mentioned problems, experiments using the Mars

Chamber are necessary. A Mars Chamber is actually a sealed vacuum chamber

pumped to a low pressure (millitorr range) and backfilled with the appropriate gas

mixture to about 7 torr. The chamber comes in a variety of sizes and styles from

glass bell jars to large heavy steel chambers depending on the applications. Mars

chambers can address such problems as the production of plants for food at low

pressures to the wear and tear of materials.
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2. DETECTOREVAULUATION

How isthecompositionof thegasesin theMarschamberknown? Knowing the
compositionof thegasmixture in the inlet valveis notenough.Thecomposition
slowly changeswith timedueto leakage.With all vacuumchambersthereare
leaks,but theleakageshouldonly give smallerror. Or a seriousleakmayoccur
greatlychangingthecomposition.Finally, thegasmixturecompositionmaynot
beaccuratelyknown. Detectorsallow themonitoringof theMarschamberfor
leaksandcanaccuratelyanalyzethegasmixture.

Onefocusof thisprojectwasto determinewhichtypeof detectorwouldbest
suitedto thetaskof monitoringtheatmospherein aMarschamber.The
theoreticaladvantagesandlimitationswill bediscussedfor infraredspectroscopy,
Ramanspectroscopy,andmassspectroscopyandfrom thesediscussionsthe
techniqueto befurtherevaluatedwill bechosen.

Infraredspectroscopyisusefulfor determiningsuchatmosphericcomponentsas
carbondioxideandwatervapor.(4,5)Both havestrongabsorptionpeaksin the
infraredregion. However,otheratmosphericgasessuchasoxygenandnitrogen
aresilentin the infraredregiondueto symmetry.Determinationof noblegasesis
impossiblewith infraredaswell.(6) Thereforesincenitrogenandoxygenare
indicatorsof leaks,infraredspectroscopywasnotconsideredfor generalusein the
MarsChamber.However,if only thecarbondioxidelevelsareneededto be
knownin aMarsChamberthis methodcanbeusedsincethecarbondioxide
levelswouldbehigherin thechamberthanoutsidein Earth'satmosphere.

Ramanspectroscopyoccursfrom an inelasticscatteringof light. Theamountof
light scatteredgivesamuchsmallersignalthanabsorptiontechniquesand
thereforeusesalaserto increaseto initial amountof light used.This techniqueis
actuallyacomplimentto infraredspectroscopy.Ramanspectroscopygivesgood
signalsfor oxygenandnitrogen,but notasintensesignalsfor waterandcarbon
dioxide.(6) However,sincethesignalsarelow to beginwith Ramanis nota
choicetechniquefor theanalysisof gasesatlow pressures.

Massspectroscopylooksat themassto chargeratioby ionizing themoleculeor
atomthanintroducingtheion to eitheranelectricfield or a magneticfield. If the
ion isof theright massto chargeratio the ion will safelynavigatethefield to the
detector.Thefield canbealteredto produceto scanthemasses.Mass
Spectrometersusedin vacuumsystemsarecalled"residualgasanalyzers"or
RGAsandhavebeenusedsince1960s.The RGAscanmonitor anygas,molecule
oratom,andthereforedonothavetherestrictionstheformer techniqueshave.
Onemajordrawbackfor theRGAsis theyneeda very lower pressureto operate
thanthepressureof theMarsChamber.(7)Thisdrawbackcanbeovercomeand
this techniquewasoneto befurther investigated.
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3. DESIGN

Thisprojectis to incorporate a mass spectrometer as an RGA system to a bell jar

vacuum system. The mass spectrometer was originally attached to the bell jar, but

currently was used independently with its own vacuum system. Another group

had used the mass spectrometer and had had some results with the instrument.

The original schematic is shown had the mass spectrometer separated from the

turbopump by two solenoid valves. This system also had an inlet for external

gases in order to calibrate the instrument. Since the bell jar was designed to be

used at low pressures, the RGA unit could provide good detection of leaks and

problems with the vacuum system or the turbo pump.

However, now the needs were different. Since the bell jar would befilled with a

Martian atmosphere at about 7 mbarrs only the vane pump would be needed. And

the mass spectrometer would not be monitoring the turbo pump but instead would

be monitoring the bell jar. These requirements called for a new design allowing

the monitoring of the bell jar and calibration of the mass spectrometer. The new

schematic is shown in Figure 1.

The mass spectrometer is separated from the turbo pump by only one solenoid

valve (V5). A turbo pump brings the pressure down to the necessary level (10 .5 to

10 "6 torr). The turbo pump andthe bell jar are well separated, therefore the mass

spectrometer either could be close to the turbo pump or the bell jar containing the

sample. The pathlength for the sample was minimized in order to obtain faster

response time and improve accuracy. Therefore, a vacuum hose runs from Valve

5 to the mass spectrometer.

The mass spectrometer is attachedto t_ebell jar through two manual valves (VA

and VB). The Valve A serves to separate the bell jar from the sample line. The

Valve B is a precise microvalve providing the orifice to step down the pressure for

the mass spectrometer. This is the only stepping do_w__n_that occurs because the

pressure inside the bell jar is less than 7 torr much less than atmospheric pressure.

The RGA system has two gauges. One for the bell jar attached to the cross tube

above Valve A (PA) and the second after the mass spectrometer (PB). The first

gauge (PA) is for a capacitance gauge for the relatively higher pressure in the bell

jar. This gauge ranges down to 1 mtorr. The other gauge is an ion gauge meant to

monitor the pressure of the mass spectrometer. This gauge is activated when the

pressure falls below 10 -4 tort in the initial pump down of the system. Since this is

an ion gauge it should not be left on when the mass spectrometer is on and the

gauge is turned off before engaging the mass spectrometer.

There have been difficulties in implementing the inlet system for calibration of the

mass spectrometer. The inlet is designed to be place on the cross tube. The inlet

V
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primarily consistsof a needlevalve in order to allow a small stream of gas into the

cross tube. Current inlets have large leaks. This is one of the future projects. The

procedure for calibration involves using a calibration gas with similar composition

to the Martian atmosphere. The gas is let in the cross tube with the valves to the

bell jar and the microvalve in the off position. Only 7 torr of the gas is let into the

cross tube as monitored by the pressure gauge PA. The microvalve is opened to

allow a small orifice for molecular flow into the hose to the mass spectrometer

sample port. The mass spectrometer than can be calibrated and the accuracy of
the instrument can be determined.

4. RESULTS

4.1 Leak Detection

After assembling the vacuum system and the mass spectrometer, leak detection

was performed on sections of the RGA. Initial experiments indicated large leaks.

Several modifications enacted were to replace the inlet and vent ports on the cross

tube with seal flanges. This greatly improved the performance of the RGA

system. Also an elbow joint between the large vacuum hose and valve 5 was

replaced with a straight tube to relieve strain on the vacuum hose. However, the

ion gauge nor the mass spectrometer was operable. When the ion gauge was

replaced with another ion gauge the pressure was shown to decreased to 2 x 10 .5

tort (figure 3). For these experiments both pressure gauges (PA and PB) were

inline between the mass spectrometer and the large vacuum hose.

The leakage rate is the rate at which air from the room leaks into the vacuum

system. This rate is calculated by pumping the system down to a desired pressure

(in this case about 7 torr), shutting off the system under investigation, and

recording the pressure versus time. The pressure increase versus time (Leakage

Rate) for the Bell Jar and the cross tube (P1), the Bell Jar only (P2), and cross tube

only (P3) is plotted in Figure 4. Both the Bell Jar by itself and cross tube by itself

increases approximately 2 torr per hour. Together, the rate is larger 6 tort per

hour. Each trial was performed once which could account for the much higher

rate for both combined. The rates are higher than expected and methods for

decreasing the rate need to be investigated.

4.2 Mass spectrometer

Still the mass spectrometer was inoperable. Since the pressure was in range for

the operation of the mass spectrometer, the mass spectrometer itself must be at

fault. One reason for the mass spectrometer not to come online is a blown

filament. The filament is the source for the electron beam responsible for the

production of ions. The mass spectrometer was disassembled and the filaments

replaced with a new set of filaments. Both sets of filaments were tested and found

to have not blown. Therefore the hypothesis about the filament was wrong.
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Anothersourceof error can come from the computer used to control the mass

spectrometer. There are several voltages and currents controlled by the computer

such as the current amount flowing through the filament. However, this current

was found to be correct. Other voltages and currents also were in torrance range.

Afterwards a fused was found to be blown. The 0.1 amp, 250 volt fuse was

replaced. The mass spectrometer came online after the pumps again lowered the

pressure to 4 x 10 .6 torr. However, the mass spectrometer scan did not show a

peak for water vapor or nitrogen, only background noise. This experiment was

repeated later with the same results. This may be due to the system having to

much water vapor and other volatile chemicals. If these results persist after bake

out, than there are more serious problems with the computer or the mass

spectrometer.

5. FUTURE EXPERIMENTS AND RECOMMENDATIONS

This project is far from being finished. While the mass spectrometer is still the

best type of detector, a new instrument is needed. A portable mass spectrometer,

which has been ordered, can be incorporated replacing the old spectrometer. This

Should correct many of the problems this project has seen. The portable mass

spectrometer has ports for calibration, eliminating the need for an inlet port in the

cross tube. Some modifications of the vacuum line will be needed to simplify the

design.

Once the modifications are accomplished, the system can be bakeout eliminating

any contamination in the vacuum lines, pumps, or the mass spectrometer. The

result of the bakeout is a lower background noise in the signal. After the bakeout,

the system will be calibrated with a gas mixture similar to the composition of the

simulated Martian atmosphere. , p_icula r attention will be paid to mon!toring of

carbon dioxide, nitrogen, and oxygen depending on needs of the experiment.

Finally, experiments will use the bell jar system with the RGA detector

monitoring the atmosphere inside the chamber for leaks and changes in the

composition of the gases in the chamber.

V
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Figure I. New Schematic for Bell Jar System
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ABSTRACT

Several techniques had been proposed to enhance multimode fiber bandwidth-distance

product. Single mode-to-multimode offset launch condition technique had been

experimented at Kennedy Space Center. Significant enhancement in multimode fiber

link bandwidth is achieved using this technique. It is found that close to three-fold

bandwidth enhancement can be achieved compared to standard zero offset launch

technique. Moreover, significant reduction in modal noise has been observed as a

function of offset launch displacement. However, significant reduction in the overall

signal-to-noise ratio is also observed due to signal attenuation due to mode radiation from

fiber core to its cladding.
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EFFECTS OF RESTRICTED LAUNCH CONDITIONS

FOR THE ENHANCEMENT OF BANDWIDTH-DISTANCE PRODUCT

OF MULTIMODE FIBER LINKS

Alfred S. Andrawis

1. INTRODUCTION

The introduction of digital television and the increase popularity for Internet services are

continually increasing the demand for higher data rate transmission on local area

networks (LANs). LAN standards have been recently upgraded to rates up to 622 Mb/s

and the standardization of a gigabit per second is currently under consideration. Such

high-speed networks are expected to be essential for the Kennedy Space Center (KSC)

backbone networks. Since the dominant fiber base currently in KSC is multimode fiber

(MMF), its modal bandwidth imposes an upper limit on the achievable transmission

speed and link distance. For such fiber, the maximum bandwidth distance product is

limited to 500 MHz.km for over-filled-launch (OFL) conditions. Transmission rates

greater than 1 Gb/s over distances beyond 1 km is not feasible on the basis of this

specification. Although alternatives, such as using single mode fiber (SMF) links exist, it

would be more economically feasible to develop high speed links using the installed
MMF LAN.

There have been several attempts to overcome the OFL bandwidth limit by selective

excitation of limited number of modes extending the bandwidth distance product [1-4].

This project is to explore the possibility of selective excitation of limited number of

)nodes using a technique simpler than the ones reported in literature. This technique

consists of SMF-to-MMF offset launch conditions such that only few modes are

selectively excited resulting in extending the bandwidth distance product. Single mode

fiber patch cord (10 meter long) terminated with a standard FC connector is coupled to a

standard ST connector of the multimode fiber link. The offset is in the connector-to-

connector coupling. This technique is expected to be more rugged than reported attempts

and hence it may be more suitable for KSC applications.

2. PARAMETERS UNDER INVESTIGATION

The offset launch relies on exciting only a subset of all propagating modes of the MMF

at the launch, so that the pulse broadening due to modal dispersion is lower and hence the

bandwidth is larger. However, offset connector coupling loss increases due to the change

in refractive index profile of the graded index fiber core. Furthermore, offset launch

excites higher order modes. Higher order modes radiate off fiber adding to the nominal

attenuation of the fiber. This effect will decrease signal's power at the receiving end.

Another side effect of selective mode excitation is reducing modal noise [5].

The combination of reduction of, signaI's power and modal noise results in changing the

over all signal-to-noise ratio (S/q_) affecting the quality of service (QoS) of the LAN.

This change could be reducing or improving the overall S/N depending on other noise
sources in the link.

Detailed performance studies for overall noise floor, modal noise, signaI-to-noise ratio,

connector and fiber attenuation, and bandwidth all as function of offset displacement are

V
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investigated. Optimumconnectoroffsetpositioncan thenbe determinedfor a desired
applicationaccordingto signal-to-noiseor/andfiberattenuation.

3. EXPERIMENTAL SET-UPS
Offset launch condition is accomplishedin the laboratory using connectors lateral
misalignment. Singlemodefiber terminatedwith a standardFC connectoris coupledto
astandardSTconnectorof themultimodefiber link underconsideration.The offset is in
the connector-to-connectorcoupling. Threeexperimentalset-upsareshownin Figure 1.
Shortdescriptionfor eachof thethreeexperimentsisgivenin thefollowing sections.

3,1° Noise Measurement Set-up

This experiment, as shown in Figure 1 (a), is to measure overall system noise and to
calculate modal noise. The lightwave component analyzer is used to generate

100 MHz sinusoidal signal. The Over all signal-to-noise ratio (S/N) is initially

measured for 8 spools of Coming graded index fiber. Each spool is -1 km long

(LDF 50/125, BW 3-dB = -1214 MHz-km, and NA = - 0.2). The measured S/N

includes noise due to laser, modal, shot, thermal, and amplifier. The measurement is

repeated for five SMF-to-MMF connector lateral offsets: 0 gm, 5 gm, 10 gm, 15

pm, 20 pm, and 25 gm. The experiment is then repeated without the 8 spools of

MMF and the offset connector. An optical attenuator (Anritsu MN934F) is then

inserted instead, using two SMF patch cords. The attenuator is used to attain the

same received optical powers as in the previous parts. The measured S,CN in this

case does not include modal noise however, it includes all other noise sources laser

+ receiver). The S/N due only to modal noise is then calculated by substituting in

the equation:

-I S -1 S -1

(S)Modal : ('N)TotaI-- (TO)Laser+Receiver"

3,2, Attenuation Measurement Set-up

This experiment, as shown in Figure 1 (b), is to measure offset connector attenuation
as well as the attenuation of the fiber as function of the length. Similar to the

previous experiment, the lightwave component analyzer is used to generate

100 MHz sinusoidal signal. The signal emitted by the lightwave source (HP 83402

A) has a wavelength of 1.3 gm and optical power equal to 0.0 dBm. The optical

power is then measured immediately after the offset connector and after each one of

the eight spools of fiber.

3o3, Bandwidth Measurement Set-up

This experiment, as shown in Figure 1 (c), is to measure the bandwidth of the MMF

after each connector. The HP S-Parameter set sweeps the spectrum starting at 300

kHz and ending at 3 GHz. The Iightwave component analyzer is then used to
measure the electrical 3-dB bandwidth.

13
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Figure 2: Signal-to-noise measurements for 8 km of MMF for different connector offsets.

Signal fiequency is 100 MHz for all six cases
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4. RESULTS

4.1. Noise Measurement Results:

Output signal spectra for different Offset connectors are shown in Figure 2. Similar

rneasurements are repeated without including the 8 km MMF. Using spread sheet,

the S?N due to modal noise is calculated as shown in Table 1.

Offset (gin)

Noise MMF (measured in roW)

Noise SMF (measured in roW)

P_ig,,.k (measured in roW)

(S/N)lase,-+ rec_i,,e, (calculated in dB)

-64.5

-73.0

-23.4

49.6

-73.0

-76.0

-25.6

50.4

10

-78.0

-78.0

-28.2

49.8

15

-81.0

-82.0

-38.0

44.0

2O

-82.0

-83.0

-53.4

29.6

25

-82.9

-83,2

-74.0

9.2

(S/N),o,al (calculated in dB) 4 I. l 47.4 46.8 43.0 28.6 8.9

(S/N),,,,,d_ I (calculated in dB) 41.7 50.4 49.8 49.8 35.4 20.6

Modal Noise (calculated in dBm) -65.1 -76.0 -78.0 -87.8 -88.8 -94.6

Modal Noise (calculated in gW) 3.5 × 10.4 2.5 × I0 5 1.5 x 10 .5 1.6 × 10 .6 1.3 x 10 .6 3.4 x 107

Table i: Calculations for modal noise and (S,q'Q,,o.,.,

Signalto NoiseRatio in dB

6O

5O

4O

30

2O

I0

i

I0

Offset 0ira)

15 20 25

+SIN (Tx*Rx)

-m- SIN (Overall)

-_-S/N (Modal) ,

Figure 3 (S/N)d_ vs. lateral offset in tam due to: laser + receiver, shot, and total noise.

V
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We conclude from Table 1 and Figure 3, that shot noise decreases with increasing

connector lateral offset. However, connector lateral offset increases signal

attenuation as well. The combination of the two effects gives the curve shown with

the symbol _. For 0 btm offset, we notice that the dominant noise is modal noise. For

offsets larger than 15 btm the dominant noise is due to laser + receiver. Between 5

and 10 gin, modal noise is in the same order of magnitude of the sum of other noises.

Hence, based only on SJ%T, the optimum operating point should be between 5 and

10 gm. However, there are other factors to be put into consideration such as
attenuation and bandwidth.

4.2. Attenuation Measurements

Optical power Po is measured immediately after the offset connector and after each

segment (each segment is 1 km) up to 8 segments. The measured values are shown in

Table 2.

Offset (Ittm) 0 5 10 15 20 25

Po @0 km (dBm) -0.4 -1.0 -1,0 -2.4 -2,4 -15,5

Po@ t km(dBm) -1,1 -1.5 -1.6 -4.3 -10,0 -20.5

Po @ 2 km (dBm) -2,0 -2,2 -2.8 -6.6 -13.5 -23.1

Po @ 3 km (dBm) -2.7 -3.2 -3.9 -8.0 -15.1 -24.6

Po @4 km (dBm) -3.4 -4.0 -5,2 -9.7 -17.0 -26.7

Po @ 5 kln (dBm) -4.1 -4.6 -6.1 -10.7 -18.3 -27,9

Po @ 6 km (dBm) -5.1 -5.8 -7,4 -12.0 -19.7 -29,4

Po @ 7 km (dBm) -5.8 -6.5 -8.2 -12,8 -20,6 -30, I

Po@8km(dBm) -6.7 -7,4 -9.2 -13.8 -21.7 -31.2

Table 2: Optical power Po in dBm as function of connector lateral offset at different

lengths of MMF.

Table 2 is graphed in Figure 4 from which we notice that for 0 _tm offset the

attenuation is linear vs length i.e. the attenuation of the first km of fiber is equal to the

attenuation of the 8 th km of the fiber. However, for large connector (such as 25 gin)

offsets the attenuation at the beginning of the fiber is much larger than the attenuation

at the end of the fiber (more than five folds). This is because most of the modes

excited by lateral offset launch are "radiation modes," these are the modes that are

not confined in the core [6]. However, zero connector-to-connector offset mainly

excites "meridional and helical modes". These modes are guided inside the core. We

Also notice that connector loss jumps suddenly from 2.4 dB to 15.5 dB when offset is

incremented from 20 p.m to 25 gin. This is due to the high radiation loss occurring at

the first 10 m of MMF connecting the offset connector with the Optical Power Meter.
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Figure 4: Received optical power in dBm vs. MMF length in km for different
connector offsets.

4.3. Bandwidth Measurements

Electrical bandwidth is measured after each segment (each segment is 1 kin) up to 8

segments. The measured values are shown in Table 3.

Offset (p.m)

BW @ 1 km (MHz)

BW @ 2 km (MHz)

BW @ 3 km (MHz)

BW @ 4 km (MHz)

BW @ 5 km (MHz)

BW @ 6 km (MHz)

BW @ 7 km (MHz)

BW @ 8 km (MHz)

Table 3: Bandwidth in

0 5 10 15 20 25

694 890 llO0 1200 1300 1500

400 536 675 676 715 810

382 450 580 630 665 675

346 370 441 520 535 540

308 330 406 428 440 510

279 309 389 396 405 460

193 238 328 346 375 395

189 225 300 310 335 360

MHz as function of connector lateral offset at different lengths
0fMMF.

The plot of this table is shown in Figure 5,

V
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Figure 6: Bandwidth in MHz vs. lateral offset in _m for an 8 km MMF link.
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We observe here that the dispersion is large at the beginning of the MMF link and it

level off after few segments. This could be explained by the fact that modal

dispersion, which is dominant in MMF, is proportional to the number of modes. The

number of modes is larger at the beginning of the fiber link than at the end of the

fiber link. Propagating modes at the beginning of the fiber include radiation modes

as well as meridional and helical modes. After couple of kilometers, radiation modes

radiate off the core leaving only meridional and helical modes in the fiber core.

We obtain Figure 6 when the length is fixed to 8 km and the experiment is repeated.

We notice that bandwidth improvement for 25 gm offset is almost three fold better

that the bandwidth at on-line SMF-to-MMF coupling. Explanation of this

phenomenon is weI1 studied previously [1-6]

5. CONCLUSION

It is evident that extending the bandwidth-distance product of a MMF is possible. A

simple lateral offset connector could be used to selectively excite higher order modes to

extend the bandwidth-distance product. However, the optimum lateral offset depends on

signal modulation, and transmission distance. Depending on the minimum required S/N,

the optimum connector offset is initially estimated from Figure 3. Receiver's sensitivity

and maximum bit rate could then be found from Figure 4 and Figure 5. For binary

digital, transmission is achievable with S/N as low as -20 dB. From Figure 3 we find

that the offset could be as large as 22 gm for a link of 8 km. Receiver's sensitivity is then

estimated from Figure 4 for an 8 km link to be equal to ,--, - 23 dBm (for an 8 km link).

Depending on the distance, the maximum bit rate transmission could then be determined

from Figure 5 (maximum bit rate _ 2 x bandwidth). Following the same procedure for

analog transmission, connector offset is estimated to be 15 !am. However, a significant

enhancement in S/N (more than 5 dB) is achievable with a SMF-to-MMF 5-10 gm offset.
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ABSTRACT

The ability to exchange information between different engineering software (i.e. CAD, CAE, CAM) is necessary to aid

in collaborative engineering. There are a number of different ways to accomplish this goal. One poplar method is to
transfer data via different file formats. However this method can lose data and becomes complex as more file formats

are added. Another method is to use a standard protocol. STEP is one such standard. This paper gives an overview

of STEP, provides a list of where to access more information, and develops guidelines to aid the reader in deciding if

STEP is appropriate for his/her use.
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STEP: WHAT IS IT AND SHOULD IT BE USED

FOR KSC'S ISE/CEE PROJECT IN THE NEAR FUTURE?

Dr. Catherine C. Bareiss

1. Introduction

A. Different methods for information exchange

This paper looks into one specific way to exchange information between different engineering software packages. This

problem is similar to the problem of information exchange between different office productivity software (i.e. word

processors, spreadsheets, presentation software, databases). Even though the data for engineering models is much more

complex than that of office productivity software, much can be learned by looking at the different methods of office

productivity software information exchange.

The easiest way to exchange office documents is by using the same version of the same software. This is often done

within a company that has chosen to standardize on one package. When using one vendor (i.e. Microsoft, Lotus, Corel,
etc.) another method for exchange of information is found between different types of software (i.e. spreadsheets, word

processing, etc.). Platforms developers have designed methods to make it very easy to access information in one

document (for example, a spreadsheet) in another (for example, a paper created in a word processor). A third way to

exchange information is used when working with different platforms. The developers often include routines that allow
their package to read data created by other packages. A fourth way involves total transparent information interchange

and can be seen in database packages. Platform independent standards (i.e. SQL and ODBC) have been developed, and

most database packages have implemented these standards.

Options for information interchange in engineering packages are similar. The easiest option is for an organization to

standardize on one package. However, as in office software, it is common to need different packages to work on

different aspects of engineering modeling (i.e. word processor and spreadsheets, mechanical and electrical engineering).

The next easiest option would be to standardize within an organization on software developed by the same developer
that allows for information interchange. However, such software is rare, and the politics are such that it may be difficult

to require all engineers associated with an organization to use software from the same developer. The next option would

be to use packages that include routines to read other data formats. But as in the case of office software, it is usual that
detailed information can be lost. Also, these can get to be a very large package because as each new file format is added

to the conversion routines, all previous file formats must be allowed to convert to and from the new one. Very quickly,

this becomes too complex and large. In addition, upgrading versions can often cause problems with transferring the

more complex data that the newer versions allow.

The fourth option (and the one presented in this paper) is to use a platform independent standard for information

interchange. The three most common are ORB, CORBA, and STEP. The first two are generic standards for any type

of communication protocol. STEP is an international standard designed to facilitate the exchange of information

specifically for engineering and product design, and is the one covered in this paper. While this option seems the best,
it is important to keep in mind that STEP is still not finished and not completely implemented commercially. This may

require additional on-site programming to support the exchange between different software packages depending on the

needs of an organization.

v
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B. Overview of STEP

To better understand if STEP is worth any additional required effort, STEP must be better understood. STEP (STandard

for Exchange of Product model data) is an ISO standard (ISO 10303 industrial automation systems - product data

representation and exchange). STEP is a very large and complex standard. While it is very difficult for any one person

to completely understand all of STEP, the components that are necessary to determine if it can meet KSC's ISE/CEE

immediate needs can be understood by a single individual.

There are four major components of STEP that are of interest: integrated resources (IRs), application protocols (APs),

application modules (AMs) and EXPRESS (a description method). An AP defines the protocol for describing all the
information associated with a given area (i.e. electrical) of engineering. APs are referred to as parts 201-299. Each AP

is made of one or more IRs. The IRs are used to describe "components" that might be of interested in one or more AP's

(for exarnple, the shape of an object). IRs are further divided into 2 categories. Parts 41-99 are integrated generic
resources whereas parts 101-199 are integrated application resources. Generic resources are independent of the

applications and can reference each other. Application resources can reference generic resources and are used to add

additional constructs that might be used by a group of similar applications. AMs are used to help the sharing of

information between APs and the speed up the development of APs. They are a new concept are still under

development. EXPRESS is the data definition language for STEP and is used to define that structures of APs, AMs,
and IRs. It is the first of the description methods (referred as parts 11-19). The other parts of STEP include Part 1

(which is the overview), parts 21-29 (implementation methods), parts 31-39 (conformance testing methodology and

framework), parts 301-399 (abstract test suites), and parts 501-599 (application interpreted constructs) which are

components of application protocols.

C. Guide to the rest of the document

The next section will introduce STEP by covering its history. The second section explains the contents of STEP that

might be of importance to KSC's ISE/CEE project. It includes a list of acronyms and terms are given to help understand

the paper and information to help understand integrated resources, application protocols, application ]-nodules, and

EXPRESS and implementation methods. The third section talks about what is involved in PDM (product data

management) software and how STEP fits in that picture. The fourth section (which is the conclusion) is designed to

help the reader decide if STEP would help meet the immediate and short term needs of the KSC's ISE/CEE project.

2. History of STEP
Work on STEP was officially started in 1984. It was proceeded in the 1970s by three specifications: IGRES (Initial

Graphics Exchange Specification) in the USA, SET (Standard D'Exchange et de Transfert) in France, and VDA-FS
(Verband der Automobilindustrie-Flachen-Schnittstelle) in Germany.

STEP started with the following objectives.

1. The creation of a single international standard, covering all aspects of CAD/CAM data exchange.

2. The implementation and acceptance of this standard in industry, superseding various national and de facto

standards and specifications.
3. The standardization of a mechanism for describing product data, throughout the life-cycle of a product, and

independent of any particular system.

4. The separation of the description of product data from its implementation, such that the standard would not

only be suitable for neutral file exchange, but also provide the basis for shared product databases, and for long-

term archiving.
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TheinitialreleaseofSTEPoccurredin1995withthefollowingtwelveparts.
Part1
Part1I
Part21
Part31
Part41
Part42
Part43
Part44
Part46
PartI01
Part201
Part203

OverviewandFundamentalPrinciples
TheEXPRESSLanguageReferenceManual
ClearTextEncodingofthePhysicalFileExchangeStructure
TestingMethodologyandFramework:GeneralConcepts

Fundamentals of Product Description and Support

Geometric and Topological Representation

Representation Structure
Product Structure Configuration
Visual Presentation

Draughting

Explicit Draughting

Configuration Controlled Design

3. Overview of STEP

A. TERMS =

The following are a list of acronyms and terms that will be 6fhefp for understanding the rest of the paper.
AAM
AIC

AIM

AM
AP

API

ARM

CEE

ER
EXPRESS

EXPRESS-G

IR
IAR

IGR

ISE

ISO
PDM

SDAI

STEP

Application Activity Model

Application Interpreted Construct
Application Interpreted Model

Application Module - an extension of an AIC

Application Protocol

Application Program Interface
Application Reference Model

Collaborative Engineering Environment
Entit3,_Relationship -, .

A data definition language defined in STEP

A graphical standard (defined in STEP) to represent a portion of EXPRESS

Integrated resource

Integrated Application Resource
Integrated Generic Resource

Intelligent Synthesis Environment

International Standards Organization
Product Data Management
STEP Data Access Interface

STandard data Exchange Protocol

B. Integrated Resources
Integrated resources are used to describe components that might be of interest to one or more APs. There are two

categories of integrated resources. Generic resources are application independent, and application resources support

the needs of a group of applications. The integrated generic resources support common themes such as geometric and

topological representation, materials, visual presentation, and process structure and properties. Integrated application
resources include draughting, finite element analysis, and kinematics. While IRs are used to develop APs, they are not

sufficien(by themselves tomeet the needs of an application and are therefore not used by themselves but are only used

as part of an application protocol.

V
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C. Application Protocols

Application protocols are the primary way to interface with STEP for most users. APs define the requirements for a

specific application of product data related to a particular industry. They do this by combining both integrated generic

resources and integrated application resources. The numbering systems allows for ninety nine different APs with thirty

two being worked on, finalized, or retired. As industry needs expand, more APs will most likely be developed with each

AP possibly requiring over one year to be developed.

APs are more complex than just identifying which integrated resources to use. They start with one or more application

contexts which contain the descriptions of the functionalities, technologies, types of product, disciplines, industry

sectors, and life cycle stages that comprise the background knowledge of users. The AAM (application activity model)

elaborates the activities and flow of information between activities for given application context. These activities and

flow of information are identified by the application scope. Both the application scope and AAM are used to define

\
"1c°nt in "1 1

User ___n_Apphcatlon contams_

Context .,) I{ Context ) ----_ Application
Scope: defines . ' k. , ,

definesl _,,_,._h_:t............ ,_ l/" ,1 ,s_ . . defines.
background t _!flaborated \acnvmes and defines

for I _i¢ as information domainsfor

( Application "_ Information

]Activity model]-- \ uirements
Usage k (AAM) J -

Scenarios defines defines
reformation information

flows

exchange
requirement

for Usage Representation

Mapping

estabishes I

feasibility and defines l
benefit of defines domain interpreted I

] communciation definitions for]

i @ requirements for +
_mplementation_ V

| and market | _Conformance'_ _ Application

k.considerationsJ - _ [ Classes _- interpreted

_stabli s\N, '/ subset£ (AIM)

anfdacS_bsIito_ _,_

Domain ontology_

representation |
context .J

provides[

backgroun_j/
sets foliO

requirement
Integrated

resources (IRs)

defines
data definition

resrouces for

defines reusable

interpreted
are defintions
resuable

interp reted
defintions

for ( Application )

--1 interpreted ]

k_onstructs (AIC s).,,,)

the information requirements of the users of a particular AR These requirements include the natural language

definitions of the application objects and application assertions using the terminology of the users. These requirements

can be displayed graphically via an application reference model (ARM)I
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The AAM, information requirements, and usage scenarios are combined to define usage mappings. These mappings

identify which activities, information flow, and requirements are needed by each usage scenario. The usage mappings

are then used to define conformance classes which group specific information requirements based upon usage scenarios

that describe how the information is expected to be used. These classes are also influenced by implementation and
market considerations.

A representation mapping combines the application contexts, information requirements, and IRs to create an application

interpreted model (AIM) which is the formal specification for communication when satisfying a conformance class of

an AP. Groups of AIM constructs may represent a common semantic in more than one AIM. These are combined into
reusable application interpreted constructs (AIC). An AIC satisfies information requirements that are common to more
than one AP.

D. Application Modules

Application modules (AMs) extend the AIC (application interpreted construct) concept by including the relevant

portions of the AP application reference model. This extension was done for five reasons.
1. To reduce the high cost of developing an application protocol. (It currently takes a team of four or more people

about a year and a half to produce an initial AP specification for a typical engineering function.)

2. To ensure the ability to implement a combination of subsets of multiple APs or to extend existing APs to meet
a business need.

3. To ensure the ability to reuse application software developed tO support one AP in the development of an

implementation of another AP with the same or similar requirements.

4. To avoid duplication and repeated documentation of the same requirements in different application protocols

leading to potentially different solutions for the same requirements.
5. To ensure the ability to reuse data generated by an implementation of one or more APs by an implementation

of one or more different APs.

There are three major components to an application module.

1. the scope and functional requirements;
2. the application reference model as a representation of the application domain information requirements; and

3. the module interpreted model that specifies the required use of the common resource.

The use of AlVls is relatively new to STEP and is just starting. No standards have yet to be produced using AMs but

they arc being w0rked on(espl in=_erms of PDM applications). Any future development in APs should also develop
and use AMs.

E. EXPRESS and Implementation Methods

i. EXPRESS

Express is a data definition language that is describes the structure of the IR's, AP's, and AM's (including the data

structure and constraints) and is used in a number of standardization projects including STEP. It does not contain the

actual data, nor is it executable.

EXPRESS supports the following modeling capabilities:
• definition of data entities, attributes, and relationships,

• the specification of local and global constraints on these, and
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thecollectionof datadefinitionsan_d=constraintsin separateschemata,supportingmodular
developmentofdatamodels.

AnexampleofadatamodelinEXPRESSmightincludethefollowing:
ENTITYcar;

make : STRING;
model : STRING;
year :INTEGER;
owner : person;

END_ENTITY;
ENTITYperson;

firstname : STRING;
lastname : STRING;

ENDENTITY;

EXPRESShassevenconstructs:schema,type,entity,constant,function,procedure,andrule.A complexEXPRESS
schema(whichisverytypical)canbeveryhardtofollow,soEXPRESS-Gwasdevelopedanddisplaysasubsetof
EXPRESSgraphically.

EXPRESS-GissimilartoERdiagramsmthatit hasdefinitions(similartoentities),relationships,andcompositions
(whichallowadiagramtospanmorethanonpage).It doesnotsupportfunctions,procedures,orrules.It supports
simpledatatypes,nameddatatypes,relationships,cardinality,andoneormoreschemas.Seefollowingdiagramfor
anexample.

Person

model
make

o year

first name

c_ last name
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ii. Implementation Methods

Currently there are six implementation methods defined. The first is a physical file exchange structure. This method

uses EXPRESS-I (instantiation language) and records this is a plain ASCII file. Below is the data portion for an
instance of a car.

#1 = CAR ( "Saturn", "SL", 1996, #2);

#2 = PERSON ("lohn", "Doe");

While this method is sufficient (can support all file exchange), it does have a number of disadvantages.

• It can be very stow for accessing specific information.

• It does not support concurrent access.
• It does not support distributed storage.

• It can be difficult to share information between different AP's (since the data may be structured

differently and software would be needed to converted to the structure of the other AP).

Part 22 defines SDAI (STEP Data Access Interface) which defines how to interface with advanced data storage methods

(i.e relational databases, object-oriented database, knowledge bases, etc.). It defines the methods used by an application

to access the data. It is then up to the data storage method to support these methods. The last four parts (23, 24, 25,

26) of the implementation methods define bindings for languages. Part 23 defines the C++ language binding to the
SDAI, while part 24 defines the C language binding and part 25 defines the late FORTRAN binding. Part 26 defines

the interface definition language binding to SDAI. These are used to support language access to the STEP data. They

could be used when developing necessary code to meet any needs that cannot be met via commercially available

products.

4. PDM

The purpose of a Product Data Management systeln(PDM) is to help an organization track the information associated

with a product throughout its entire life-cycle. This can include multiple versions, views of parts and/or products,

managing the hierarchy of a product composition, tracking the status of parts and/or products, and/or managing the
information associated with different variations of a part and/or product.

The field of PDM software is still be refined and researched. Some of the still open questions include:

t) What is the theoretical required information to be managed?

2) Since different organizations have different life-cycles for products, what is the best way to design a system

to allow for these differences and still ensure that it will support all needs?
3) How should PDM systems be integrated with design software (i.e. CAD, etc.)?

Since the problem of PDM systems have not been completely solved, if one wants to use such a system, there are a

number of questions to ask.

1) How does my organization manage the life-cycle of a product?

2) What information is important to be tracked?
3) What software can best meet answer one and two?

4) What software can best interface with other software (i.e. CAD) being used to developed the product?

V
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The fourth question is where STEP plays a role. Within the STEP community there is the PDM Implementor Forum.

This form is made up of software developers and testers who are working on PDM systerns and translators based on

STEP. This form is called PDES, Inc. consortium and was started in February of 1995.

The STEP PDM Schema (as of May 19999) contains the intersection of AP 203, AP 212, AP 2t4, and AP 232. It

includes the following units: part identification, part classification, part properties, part structure and relationships,

document identification, document classification, document and file properties, document structure and relationships,

external files, document and file association to product data, alias identification, authorization, configuration and

effectivity information, and work management data.

5. Conclusions

A. What options exist to meet KSC's ISE/CEE's immediate and short-term

needs?

When trying to decide if STEP should be used for the immediate needs of the ISE/CEE environment at KSC, there are
a number of issues to look at. For each alternative one needs to consider the costs and benefits. The options are to:

]. Standardize on one software package

2. Use existing protocols to convert to standard file formats
3. Develop own information exchange protocols for limited needs

4. Use STEP and develop own software to fill in the gaps.

It is assumed that options 1 and 2 will not meet the immediate requirements of ISE/CEE. If either one does, then there

is no cost and that option should be used. This leaves two options: total internal development or the use of STEP.

B. Why one might not use STEP.
There are three primary disadvantages with using STEP: training, development costs, and complexity with the

complexity being the primary cause of the other two. Because of this complexity, the system developers will need to

invest a significant amount of time in becoming proficient in the use and development of APs along with the remaining

parts of STEP. Also, if the existing software and/or APs do not meet all the current requirements, there wilt be a lot

of time and effort necessary to develop these. Because one would be developing generalized software and APs instead
of ones designed to meet the exact needs of KSC's ISE/CEE, more effort would be required.

C. Why one might use STEP.
There are four major advantages of using STEP: already developed application protocols, investment in the future, a

large amount of international commitment, and the existence of commercial products.

With STEP, the application protocols have either already been developed or are in the process of being developed. The

process of developing APs (either for STEP or the equivalent of own software) is a large, time-consuming task. It

involves correctly understanding the application domain, identifying all requirements in that area, creation of application
protocols, and testing the final results. There are many places in this process where errors can develop. By using STEP,

either the application protocol is finished (and "error-free') or is being developed by a "large" group of peoPle investing

in this process. This would tend to make the development of the application protocols more error-free in STEP then

doing it by own self given the complexity of the task. In addition, the cost of develop of APs should be decreasing as

the development and use of AMs increase. A presentation by Julian Fowler from PDTSolutions in 1997 also indicated
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that "AP interoperability" is still perceived as a problem. This is where a good deal of current effort in STEP is being

focused.

In May of I999, thc NASA CIO officially approved NASA-STD-2817, which includes the requirement for

CAE/CAD/CAM systems used by NASA to have interchange tools that support STEP. This includes making sure that

tools to enable data interchange (which are compliant with STEP, currently AP 203, AP209, AP210, AP 225, and AP

227)) be available to all CAE/CAD/CAM. users at each NASA center. In addition NASA is a member of PDES, Inc.,

which is a join industry/government consortium specifically formed to accelerate the development and implementation

of STEP. It appears as if NASA's future includes a strong commitment to STEP. Therefore any investment in STEP

now (both learning and development of systems) is an investment in the future.

There is a large international commitment to STEP (over 25 nations), in addition to a significant commitment from
vendors and industry (a total of more than 200 companies involved). This also indicates that the initial investment in

time and energy by KSC would not be wasted.

D. How to decide.

So with these advantages and disadvantages, should KSC use STEP to meet the immediate and short term needs of the

ISE/CEE? How should KSC go about answering that question?

Step 1 : Identify the needs. This includes identifying the CAx software used and the related APs in STEP.

Step 2: Determine the status of the APs. Are they still under development?

Step 3: Identify if there is existing software that implement the necessary APs and what software exists that can help
with data interchange that is not based on STEP. These steps will identify how much can be achieved via "off-

the-shelf" vs. internal development, and how much work is involved in using STEP vs internal development

vs other commercially available methods.

Step 4: Make the decision. After determining how much would need to be developed on-site, the decision on using
STEP can be made based upon the one wishes to invest in the future vs. the need for immediate solutions.
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ABSTRACT

The goal of this project was to conduct preliminary investigations to determine appropriate

samplin§ strategies to measure the flux of dissolved nutrients (specifically, NH4 +, NO3, NO2,
and PO4 ) and suspended particulate matter (TSS) between impoundments and the IRL in

preparation for an intensive 3-yr monitoring program. In addition to nutrients and TSS, a variety

of common water quality indicators were also measured during these preliminary studies. Six

impoundments and a single restored marsh selected for study. Over a month long period, water

samples were collected weekly at selected impoundment culverts. Water was collected in

duplicate as independent grab samples from both the lagoon side and within the perimeter ditch

directly adjacent to the culverts. Water quality indicators inside and outside the marsh

impoundments were different. Ammonium, salinity, bacteria and chlorophyll-a were higher

inside the impoundments as expected possibly as a result of the great affect of evaporation on

impoundment water. Water quality indicators responded rapidly both inside and outside the

impoundments as exemplified by the increase in NHa+-N concentrations during a horseshoe crab

die-off. Water quality indicators were high variable during the month in which water samples

were collected. Because the impoundments are widely spaced it is logistically unrealistic to

sample each of the impoundments and associated seagrass beds on a single day, sampling must

be stratified to allow patterns of material movement and the annual flux of materials to and from

the impoundments to be determined.
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MEASURESOF WATER QUALITY IN MERRIT ISLAND NATIONAL WILDLIFE

REFUGE IMPOUNDMENTS AND ADJACENT INDIAN RIVER LAGOON

Linda K. Blum

1. INTRODUCTION

In much of the coastal United States, large areas of salt marshes have been impounded to control

mosquitoes and sea-level intrusion into agricultural land. At Merritt Island National Wildlife

Refuge (MINWR) marsh impoundment began as early as 1956 and was accelerated when NASA

funded the mosquito control districts in the late 1950's and early 1960's. Most of the

impoundments were completed by 1966. In 1963, NASA transferred management authority for

many of the impoundments to the U.S. Fish and Wildlife Service (USFWS). The MINWR.

wetlands are presently managed by USFWS biologists under a multispeeies management

program with focused on, but not limited to, fish, wildlife, plant communities, and consumptive

and non-consumptive public uses 0_pstein, 1995).

To enhance biodiversity and provide better management of the MINWR wetlands restoration of

impoundment T-10-K was begun when it was drained in 1969. T-10-K was fully restored (the

dikes were removed and the perimeter ditches filled) in 1977 (Leenhouts 1982). Restoration

efforts continued when refuge managers began installing culverts to reconnect impoundments to

the adjacent lagoons in the 1970's. In addition to enhancing refuge biodiversity and restoring

wetland interaction with the lagoons, reconneetion of the impoundments has created unique

opportunity for scientists to study the response of the lagoon-marsh ecosystem to restoration

efforts. Reeonneetion of the impoundments to the lagoon has restored the flow of materials, both

dissolved and particulate, between (he marsh impoundments-andthe lagoon. Although Day

(1989) stresses that the flux of materials between estuaries and their adjacent wetlands is a

critical process in estuarine ecosystems because of the impact on system biodiversity and

production, little is known about how recormection of impoundments will affect material

movement of materials to and from the lagoon and the impoundments.

As a result, SYP,WMD, NASA, USFW, and a number of universities have been awarded funding

from EPA to examine a variety of questions focused on the response of the impoundments and

lagoon to recormection. One of the primary objectives of the EPA-funded project is to examine

material flux between the impoundments and lagoon. The goalof my NASA/ASEE project

during summer 1999 was to conduct preliminary investigations to determine appropriate

samplin§ strategies to measure the flux of dissolved nutrients (specifically, NH4 ÷, NO3, NO:',
and PO4 -) and suspended particulate matter (TSS) between impoundments and the IRL. In

addition to nutrients and TSS, a variety of common water quality indicators were also measured

during these preliminary studies.

2. MATERIALS AND METHODS

A. Impoundments: The criteria used in impoundment selection included: proximity to the IRL,

presence of culverts installed through the impoundment dike directly to the IR (i.e., the

impoundments were recormeeted to the IRL), and hydrologic management regime (Fig. 1). The

six impoundments and single restored marsh selected for study vary in size (Fig. 1) and in plant

community composition (Table 1).

Although a variety of structural marsh management techniques are used at MINWR, the two

most commonly employed methods are wildlife aquatic management (WAM) and open. The

combination of these techniques is used by MINWR biologists to maximize biodiversity and

ecosystem productivity (M. Epstein, personal communication). The primary objective of the
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WAM techniqueis to createhabitatthatfavorsutilization by ducksandwadingbirds by
encouragingthegrowth of submergedaquaticvegetation,especiallyRuppia martima an

important food source for herbivorous water birds./L maritima growth is promoted by flooding

the marsh surface with IRL water for approximately 8-10 months of the year. When the WAM

impoundments are flooded, exchange of water with the IRL is limited to times when sufficient

rain fall raises the level of the impoundment above that necessary for R. martima growth or

water level in impoundments falls below the water level in the lagoon and water is flow is from

the lagoon into the impoundment. Water flow is from the impoundment to the lagoon during

drawdown when the impoundment is allowed to drain allowing for consolidation of the sediment

to provide substrate suitable for reestablishment ofR. martima.

*Figure 1. Black Point impoundments
at M1NWR.

TABLE 1. Description of impoundments selected for water quality study during

summer 1999.

Marsh Management Months Flooded % Emergmt

Impoundment Type per Year Plant Cover
T-10-J WAM 8-10 90

T-10-L WAM/RIM 8-10/4-6 50

T-10-H Op_ 2-3 35

T-10-C Open 2-3 5
T- 10-D WAM/RIM 8-10/4-6 2

T-10-E WAM 8-10 2

The primary objectives of open impoundment management are

to provide estuarine organisms with access to the marsh surface

and to allow movement of suspended materials to and from the

lagoon. Open management is critical to some commercially and

ecologically important fishes such as tarpon, snook, red and

black drum, spot, and blue crabs (Gilmore 1999). Furthermore,

in many lagoon-marsh systems, overall lagoon production and

biodiversity are dependent on the export of particulate organic

material from the marshes to the lagoon (Nixon, 1980) while

marshes are maintained by import of mineral particles from the

lagoon (Day and Templet 1989). The movement of materials (including organisms) to and from

the lagoon is accomplished by leaving the culverts open to natural changes in water level so that

TABLE 2. Sampling dates and the direction of water flow in the open impoundments are flooded approximately
culverts during preliminary water quality sampling, summer
1999.

Date Impoundment Sampled Direction of Water Flow
T-10-C no flow

June 22 T-10-D no flow

T-10-H no flow

T- 10-E to lagoon

T-10-J no flow
June 29

T-10-H to lagoon

T-10-L to lagoon

T-10-C no flow

July 6 T-10-D to lagoon
T- 10-H from lagoon

T-10-L to lagoon

T-10-E no flow

July 13 T-10-H no flow

T-10-J no flow

2-3 months of year.

B. Sampling: Over a month long period, water

samples were collected weekly at selected

impoundment culverts. Water was collected in

duplicate as independent grab samples from

both the lagoon side and within the perimeter

ditch directly adjacent to the culverts.

Logistical constrains allowed for sampling

only 3 or 4 impoundments each week (Table

2). All samples were collected between 0830

and 1130 in clean, 4-L cubitainers and held in

ice chests until return to the lab for sample

processing.
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C. Water Quality Measures: In the field, the direction of water flow was determined visually

(Table 2). Measurements of dissolved oxygen (DO), salinity, and water temperature were made

(Table 3). Immediately upon return to the laboratory sample pH was determined in each

cubitainer and subsamples for determination of bacterial abundance were preserved in 2%

formaldehyde (Table 3). Within 4 h or less of return to the laboratory, samples were filtered for

determination of NH4 +, NO3", NO2-, PO43, TSS, particulate organic matter (POM), mineral

matter, and chlorophyll-a (chl-a) (Table 3). Samples for nutrient analysis were preserved by

filtration through 0.45 lain pore size Gelman supor membrane filters. Filtered nutrient samples

were frozen until analysis, which occurred with 9 days or less from sample collection (Table 3).

Samples for TSS, POM, mineral matter and chl-a were filtered collected on Whatman GF/C

filters and processed immediately upon collection (Table 3).

Table 3. Major Water Q_al.it_ Measures end Method 0f.Analysis

VARIABI.E DECSCRIPTION APPROVED

METHOD

Total suspended solids grevimeteric EPA 160.2

Organic and mineral gravimeterie EPA 160.4

particulates

NO2 - and NO3" CA reduction EPA 353.1 &

EPA353.2

Nl-h _ Phenol hypochlorite EPA 351

ottho-PO43" EPA 365.1 & EPA

365.2

salinity

Chlorophyil-a aeetone-DMSO extraction

Bacteria Direct mic¢oscopie count

pH Orion pH rrmter

Dissolved oxygen YSI DO meter

Wtaer temperature YSI meters

SM10200H

Hobbie et. al. 1977

3. RESULTS

A. Impoundment Comparisons:
Examination of the entire water

quality indicator data set by PCA

showed that PC 1, PC2 and PC3

accounted for 36.2%, 18.5%, and

14.9%, respectively, of the
variance in the data set or a total

variance of 69.6%. A clear pattern
was observed when PC 1

(comprised of TSS, POM and

mineral particles) and PC2

(comprised of chlorophyll-a and

bacterial abundance) and PC2 and
PC3 (comprised of NH4+-N) were

compared to one another (Fig. 2).

Water samples collected inside the impoundment consistently separated from those collected

outside the impoundment. This pattern was confirmed to be statistically significant by one-way

ANOVA &inside vs. outside values for salinity, pH, ammonium, bacterial abundance, and

ehlorophyl!-a (ct = 0.05). Values for each of these variables were always lower outside the

impoundment than they were inside the impoundment. There were no significant correlations

among any of the water quality variables measured (_t = 0.05).

In addition to the inside vs. outside pattern, the PC2 vs. PC3 comparison revealed that those

samples collected on July 13 (blue symbols) separated along PC3 (the nitrogen component) from

all other sampling times (Fig. 2 bottom panel). On July 13, we observed a significant increase in

the number of dead Limuluspolyphemus (horseshoe crab) around the impoundment culverts.

Horseshoe crab carcasses were abundant both inside and outside the impoundments where

samples were collected. Decay of the crab carcasses was the likely _use of the 2- to 12-fold

increase in NH4+-N Concentrations rneasured at T- i 0 E, T-i0-H, and T- 10-J observed for the

July 13 samples.

A second PCA was done without the July 13 data to ascertain if these high N samples were the

underlying cause of the patterns obtained when the entire data set was subjected to PCA. The

results of the second PCA without the Julyl3 data were nearly identical to the first analysis,

which included the July 13 data (data not shown). The variables comprising PC1, PC2, and PC3

V
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for the second analysis were identical to those in when all the data were analyzed. For the second

PCA, the variance explained by the first 3 PCs was even greater (PC1=38.3%, PC2=23.2%,

PC3=13.2%, total = 74.7%) than that explained when all the data were used. In comrast to the

first PC,&, the inside vs. outside separation was the only obvious pattern seen when PC l vs. PC2

or PC2 vs. PC3 were compared.

*Figure 2. Results of principal component analysis using all data for collected on all dates
(top panel) and without data from July 13, 1999.
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No clear patterns are evident among the impoundments (Fig. 3). This is not surprising given the
limited nature of the current data set. V

*FIGURE 3. Mean concentrations (_Vl) of NH4+for all samples collected from each of the impoundments during
summer 1999 in panel (a) where n = 2 for all impoundments except T-10-H where n = 4) and (b) where n = 2 for
T-10-C, T-10-D, T-10-L, n = 1 for T-10-E andT-10-J, and n = 3 for T-10-H. Green bars = inside the
impoundment. Blue bars = outside the impoundment.
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B. Temporal variation among samples: Impoundment T-10-H was the only site where samples

were collected each of the weeks of the experiment. Water quality measures were highly variable

across the times sampled at T-10-H (Fig. 4). The only consistent pattern during these 4 weeks

was that chlorophyll-a, and bacterial abundance were significantly different (_ = 0.05) and

always greater inside the impoundment than outside the impoundment. No significant

correlations were detected among the variables measured for impoundment T-10-H.

*FIGURE 4. Temporal variation of water quality indicators for T-10-H on the four sampling dates. Green bars =
inside the impoundment. Blue bars = outside the impoundment.
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4. DISCUSSION AND RECOMMENDATIONS

The primary objective of the work completed in summer 1999 was to determine an appropriate

water quality sampling scheme for work to be conducted with EPA funding in 1999-2001. One

of the primary concerns was and is the feasibility of sampling 7 impoundments and the

associated seagrass beds in the IRL within a time frame to allow for direct comparison among

impoundments. This concern is based on the EPA-funded project's long-term goal to compare

the effect of WAM and open water management on the impoundments, which requires

knowledge of both the annual flux and the patterns of material (particulate and dissolved)

movement between the IRL and the impoundments. An additional goal oftbe EPA-funded work

is to determine what effect material flux from the impoundments has on seagrass beds adjacent

to the impoundment culverts. Ideally the impoundments and the seagrass beds should be sampled

on the same day to minimize temporal variation for comparison of flux patterns. However, based

on the preliminary work completed this summer, sampling 7 impoundments would require

approximately 5 hours. Sampling the adjacent seagrass beds would require additional time -

probably another 4 hours. An additional limitation is that imposed by sample processing time

and the time between collection and stabilization of the samples once they have been returned to

the laboratory. Further constraints on sampling include diel variation in biological activity,

especially photosynthesis by phytoplankton and SAV in shallow impoundment water, which earl

have a profound effect on water chemistry over the course of a single day. To minimize did

variation, samples should be collected at similar times of the day and within several hour of one

another. Clearly, it will not be possible to collect samples at the impoundment culverts and over

the seagrass beds and process those samples within a single day.

The following sampling scheme is suggested as a way to capture both the patterns of materials

loading among the impoundments and the annual materials flux between the individual

impoundments and the IRL as well as the water quality over adjacent seagrass beds.

A. Weekly Impoundment Sampling: Independent impoundment samples (inside and outside)

should be collected in duplicate on the same day of each week, at the same time of day at the

selected culverts for each of WAM and open impoundments selected for the EPA-funded study

(6 impoundments, described in Table 1) or a total of 24 water samples. T-10-K, a restored marsh

that has no culverts, will serve as a control marsh. For this marsh, independent water samples

should be collected in duplicate at two locations in shallow lagoon water (4 water samples). It is

critical that sampling time, water temperature, and dissolved oxygen content are noted in the

field log because the values of these water quality indicators are highly variable on did cycles.

At all sites, but especially at T-10-K where sampling will need to be conducted from a small

boat, great care must be taken to avoid disturbing the sediments to prevent abnormally high

values for all water quality indicators.

B. Monthly Seagrass Bed Sampling: The relatively large volume of the IRL water as compared

to the impoundments suggest that alterations in water quality indicators are likely to occur on a

longer time scales than in the impotmdments as a result of dilution and mixing. However, D.

Scheidt (Blum & Scheidt, 1999) found that water overlying a seagrass bed 150 m from an

impoundment culvert responded to the rapid drawdown of the impoundment within one day. The

EPA-funded project study impoundments are not subjected to rapid drawdown like those

examined by Scheidt where large differences in hydraulic head created rapid mixing between

impoundment and lagoon water. Unless rapid draw down of WAM impoundments is planned or

an extreme storm tide or rainfall event occurs creating large head differences, monitoring of

water quality over seagrass beds earl occur less frequently than weekly sampling at impoundment
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culverts.A better integrated indicator of the effect of water quality on the seagrass beds will be

obtained from monitoring seagrass distribution and production (Virnstein 1990, 1995). Thus, in

association with ongoing water quality sampling in the IRL, water overlying seagrass beds near

to each to the impoundments and T-10-K should be sampled once each month. A minimum of

triplicate, independent grab samples should be collected over each bed along a transect centered

on the impoundment culvert (to the extent possible) and be oriented parallel to the impoundment

dike (21 water samples). To allow for direct comparison with impoundment sampling, seagrass

and impoundment water quality should be sampled within one day of one another.

C. Intensive spatial sampling:

1. Perpendicular to impoundment dikes through the culverts. Work by D. Scheidt (Blum &

Scheidt, 1999) found that a transect extending from 50 m inside the impoundment culvert to 150

m into the lagoon showed a detectable gradient in water quality characteristics when the

impoundment was dosed and a steeper gradient at least 96 h after rapid drawdown. Water was

collected on the marsh surface about 50 m from the culvert, in the perimeter ditch and in the

lagoon at the culvert mouth, and 150 m from the culvert. In both WAM and open impoundments,

perpendicular transects similar to those used by Scheidt should be sampled to determine if there

is a gradient in water quality indicators from the marsh surface, to the perimeter ditch, through

the culvert, to nearest seagrass bed. Collecting additional samples 50 and 100 m from the culvert

into the lagoon is also recommended to better define any gradients that might exist. If

independent, duplicate samples are collect at each interval along the transect, a total of 12 water

samples per impoundment would result from sampling in this manner. Ideally, WAM-managed

impoundments would be sampled prior to culvert closure, one month after closure, just prior to

drawdown, and daily during drawdown. Open impoundments should be sampled at times

coincident with sampling of the WAM impoundments to determine if gradients occur when

water exchange is allowed to oceur freely between the impoundment and the lagoon. Similarly,

T-10-K should be sampled from the intertidal region to 150-m off-shore.

2. Parallel to impoundment dikes in the perimeter ditch and lagoon. During the preliminary

sampling conducted this summer (1999), impoundment (inside) and IRL (outside) water were

collected at the ends of culverts installed through impoundment perimeter dikes. Sampling in this

way provides the most conservative estimate of differences in the water quality indicators:
differences would have been minimized between the impoundment and the lagoon, particularly

when water was flowing through the culverts. Greater differences in water quality indicators are

likely to occur away from the culverts. To determine if this assumption is true, at least once

during the first year of the EPA-funded project each impoundment should be sampled along a
transect centered on the culverts and extending perpendicular to the impoundment dikes.

Duplicate, independent grab samples should be collected along the lagoon shoreline and in the

perimeter ditch at 50-m intervals over a total distance of 400 m (i.e. 200 m in each direction from

the culvert). This intensive sampling will generate 108 water samples from the six impounded

marshes and 18 water samples from the restored marsh. These transects would be sampled at the

same time as the perpendicular transects. Because of the logistical limitations associated with

sampling both types of transects, it may be necessary to establish impoundment pairs that would

be sampled on the same day. For example, T-10-D might be paired with T-10-J, T-10-E with T-

10-H, and T-10-C with T-10-L so that the entire set of impoundments would be sampled over a

3-day period.
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4. CONCLUSIONS

Waterquality indicatorsinsideandoutsidethemarshimpoundmentswere different. Ammonium,

salinity, bacteria and chlorophyll-a were higher inside the impoundments as expected possibly as

a result of the great affect of evaporation on impoundment water. Water quality indicators

responded rapidly both inside and outside the impoundments as exemplified by the increase in

NH4+-N concentrations during a horseshoe crab die-off Water quality indicators were high

variable during the month in which water samples were collected. Because the impoundments

are widely spaced it is logistically unrealistic to sample each of the impoundments and associated

seagrass beds on a single day, sampling must be stratified to allow patterns of material

movement and the annual flux of materials to and from the impoundments to be determined.

* Figures I-4 of the original document are in color. To obtain a copy of this report in color,

please contact Dr. Linda Blum at LKB2e@virgini_ edu or (804) 924-0560.
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ABSTRACT

Electrochemical impedance spectroscopy (EIS) was used to investigate the corrosion inhibiting

properties of newly developed proprietary molybdate conversion coatings on aluminum alloy

2024-T3 under immersion in aerated 5% (w/w) NaCI. Corrosion potential and EIS measurements

were gathered for six formulations of the coating at several immersion times for two weeks.

Nyquist as well as Bode plots of the data were obtained. The conversion-coated alloy panels

showed an increase in the corrosion potential during the first 24 hours of immersion that later

subsided and approached a steady value. Corrosion potential measurements indicated that

formulations A, D, and F exhibit a protective effect on aluminum 2024-T3. The EIS spectra of

the conversion-coated alloy were characterized by an impedance that is higher than the impedance

of the bare alloy at all the immersion times. The low frequency impedance, Zn (determined from

the value at 0.05 Hz) for the conversion-coated alloy was higher at all the immersion times than

that of the bare panel. This indicates improvement of corrosion resistance with addition of the

molybdate conversion coating. Scanning electron microscopy (SEM) revealed the presence of

cracks in the coating and the presence of cubic crystals believed to be calcium carbonate. Energy

dispersive spectroscopy (EDS) of the test panels revealed the presence of high levels of

aluminum, oxygen, and calcium but did not detect the presence of molybdenum on the test panels.

X-ray photoelectron spectroscopy (XPS) indicated the presence of less than 0.01 atomic percent

molybdenum on the surface of the coating.
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CHARACTERIZATION OF MOLYBDATE CONVERSION COATINGS FOR ALUMINUM

ALLOYS BY ELECTROCHEMICAL IMPEDANCE SPECTROSCOPY

Luz Marina Calle

1. INTRODUCTION

Chromate conversion coatings have been used for the protection of aluminum alloys for over 70

years. Although their efficiency in minimizing corrosion attack is excellent, there are health and

safety concerns over their use due to their toxicity and carcinogenic nature. Despite an extensive

research effort over the past decade, a completely satisfactory replacement for chromate

conversions coatings has yet to be identified.

Hexavalent molybdenum has received attention recently as a replacement for chromate

conversion coatings. Molybdate mimics chromate in a variety of applications but it exhibits

significantly lower toxicity.1 Several proprietary molybdate conversion coatings have been

developed for NASA. Six proprietary formulations of the coatings on aluminum alloy 2024-T3

were available for characterization by Electrochemical Impedance Spectroscopy (EIS).

2. EXPERIMENTAL PROCEDURE

Test Samples

Six proprietary formulations (labeled A-F) were provided by Lynntech, Inc. (College Station,

Texas). Panels of aluminum 2024-T3 alloy (with average composition of 4.4% Cu, 0.6% Mn,

1.5% Mg, and 93.5%) were cut to a size of 10.16 cm x 15.24 cm (4" x 6") and treated with a

formulation of the molybdenum conversion coating.

Corrosion Potential Measurements

Corrosion potential measurements were performed using a system manufactured by EG&G

Princeton Applied Research Corporation. The system used includes: (1) the Model 273

Computer-Controlled Potentiostat/Galvanostat, (2) the Model 5210 Computer-Controlled Lock-

In Amplifier, and (3) the Model 352 SoftCorr TM III Corrosion Measurement Software. The

electrochemical cell included a saturated Calomel electrode, SCE, a platinum counter electrode,

the sample working electrode, and a bubbler/vent tube. Three electrochemical cells were used.

The flat specimen holders exposed a surface area of 1 cm 2, 13 cm 2, or 32 cm 2 depending on the

cell that was used. Corrosion potential values were gathered for one hour in aerated 5% (w/w)

NaC1 before the first set of EIS measurements was obtained. Subsequent corrosion potential

values were collected before each set of EIS measurements which were collected at several time

intervals up to a maximum of 168 hours. All solutions were prepared using deionized water.
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ElectrochemicalImpedanceMeasurements

A Model 378ElectrochemicalImpedancesystemmanufacturedby EG&G PrincetonApplied
ResearchCorporationwasusedfor all EISmeasurements.The systemincludes:(1) theModel
273 Computer-ControlledPotentiostat/Galvanostat,(2) theModel 5210Computer-Controlled
Lock-In Amplifier, and(3) thePowerSineElectrochemicalImpedanceSoftware. Datawere
gatheredin thefrequencyrangefrom 100kHz to 0.01Hz. TheAC amplitudeusedfor the
experimentswas10inV. Eachsamplewasstudiedat variousimmersiontimesin aerated5%
(w/w) NaC1for up to oneweek.

Bodemagnitudeplotsof thedata(showingthelogarithmof themodulusof the impedance,
log IZ l, asafunctionof thelogarithmof frequencyandphaseangle,alphain degrees,asa
function of thelogarithmof frequency)aswell asNyquistplots (showingthenegativeof the
imaginarycomponentof impedanceasa functionof therealcomponentof the impedance)were
obtainedfor eachformulation.

ScanningElectronMicroscopy(SEM)/EnergyDispersiveSpectroscopy(EDS)

SEM examinationswerecarriedout onaJEOL JSM-6100scanningelectronmicroscopeat 5.0
to 25.0kV. PhaseidentificationwasdoneusingEDSin SEM with aKevexSI(LI) detector.

X-ray PhotoelectronSpectroscopy(XPS)

Sampleswereanalyzedwith aKratosXSAM800X-ray photoelectronspectrometerwith argon
etchingbetweenanalyses(for atotalof 40minutes).

3. RESULTSAND DISCUSSION

CorrosionPotentialMeasurements

Corrosionpotentialvaluesgatheredduring thehour immediatelyprecedingthefirst setof EIS
measurementsfor eachmolybdateformulationindicatedthatanhour wassufficient to allow the
potentialto equilibrate.Subsequentvaluesof thecorrosionpotentialwereobtainedimmediately
beforeeachsetof EISmeasurementswascollected.Figure 1showsthechangein corrosion
potentialwith immersiontimefor all formulationsof themolybdateconversion-coatedpanels
andfor abarealuminumalloy panel.Thecoatedpanelsshoweda steadyincreasein the
corrosionpotentialtowardsthecorrosionpotentialof the aluminumalloy during thefirst 24
hoursof immersion.A gradualincreasein corrosionpotentialwith immersiontime is expected
if thecoatingencouragesslowbutuniform (i.e.,pit free)growth of the oxide layer. This
behaviorwasobservedfor all formulations.Theinitial increasein thecorrosionpotential
subsidedandafter48hoursof immersionasteadyvalueof thecorrosionpotentialwasobtained.
Panelscoatedwith formulationsA, D, andF achievedacorrosionpotential slightly higherthan
thecorrosionpotentialof thealuminumalloy whilepanelsB, C, andE achievedacorrosion
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potential that was lower. A shift of the corrosion potential of the alloy in the positive direction is

indicative of the presence of a protective effect on the aluminum alloy. Visual inspection of the

panels revealed that panels A,D, and F had the fewest number of corrosion spots per cm 2.
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Figure 1. Corrosion potential as a function of immersion time in 5% (w/w) NaCI

Electrochemical Impedance Spectra

Figure 2 shows representative impedance spectra (Bode format: The phase angles have been

omitted for clarity) for formulation A and for aluminum 2024-T3 at various immersion times

The impedance of the coated alloy is greater than the impedance of the bare alloy at all

frequencies. The higher value of the impedance is indicative of the improvement of corrosion

resistance with the addition of the molybdate conversion coating.

The low-frequency impedance, Z_f (determined from data at 0.05 Hz), has been proposed as the

optimal EIS parameter to evaluate the performance of corrosion inhibiting coatings on

aluminum. 2 The impedance at this frequency includes the response of the coating as well as part

of the response of the oxide and/or corrosion product in the pores at the metal interface. Z1_

reflects the condition of the substrate as well as that of the coating. Although the Zlf values do

not give information about how a coating degrades (i.e., water uptake, blistering, etc.), they

correlate with coating performance. Figure 3 shows the variation of ZLfwith immersion time for

the molybdate-coated as well as the bare aluminum alloy. Zlf values for the molybdate coated
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panelsarein theorderof 103-105_cm 2while thosefor thebarepanelareof the orderof I03
£2cm2. Low frequencyimpedancefor chromateconversioncoatingson aluminumalloy 2024

after 3 hours of immersion in aerated 0.5 M (3%) NaC1 have been reported 3 as being in the order

of 104 £2cm 2. This value is lower than 10 l° f2cm 2 which is the value expected of an excellent

barrier coating.'*
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Figure 2. Bode plots for formulation A and aluminum alloy at different immersion times
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Figure 3. Low frequency impedance Zlf as a function of immersion time in NaC1 5% (w/w) NaC1
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Impedance data in the Nyquist format were analyzed using the simplified equivalent circuit shown

in Figure 4. This circuit gives a coating resistance (1%) which can be used as a figure of

C

---45Z522_

R,

--1 l--
Rc

circuit for conversion-coated aluminum alloys 5Figure 4. Simplified

merit to assess coating performance. Values for 1% for each conversion-coated and for the bare

panel are shown in Figure 5. The conversion-coated panels achieved 1% values in the 104-105

f2cm 2 range while the bare aluminum alloy panel had 1% values in the order of 103 f2cm 2.
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Figure 5. Apparent integrated resistance as a function of immersion _lme

The threshold 1% value s proposed to define the minimum value for which a given coating can be

expected to attain a passing result in a 168-hour salt spray test for aluminum 2024-T3 is 2 x 106

_'_cm 2 to 5 × 10 6 f'_cm 2. None of the conversion-coated panels attained these values despite their

successful performance in salt fog testing. However, the reliability of salt spray results as well as

the use of EIS data for prediction of salt spray performance has been challenged by Mansfeld. 6

SEMfEDS

SEM of the of one of the conversion coated panels (formulation A) revealed the presence of

cracks on the coating as well as the presence of cubic crystals (see Figure 6). EDS analysis of the

crystals indicated the presence of high concentrations of calcium as well as oxygen (see Figure 7).
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This informationcanbe interpretedasevidenceof thepresenceof calciumcarbonateon the
coating. V

Figure 6. SEM micrograph of conversion-coated (formulation A) aluminum alloy
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Figure 7. EDS spectrum of conversion-coated (formulation A) aluminum alloy
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EDSanalysisdid notdetectthepresenceof molybdenumin thecoating. This finding canbe
attributedto thefact thatEDSis sensitiveto mostelementsif theyarepresentabove0.4%by
weight.

XPS

Theconversion-coatingwasfurtheranalyzedby x-rayphotoelectronspectroscopy(XPS)with
argonetchingbetweenanalyses.Thesampleshoweda smallpeak in theXPS spectrumthat
correspondedwith theexpectedlocationof a molybdenumpeak.Thiswouldamountto lessthan
0.01atomicpercentmolybdenumon thesurfaceof thesample.

4. CONCLUSIONS

CorrosionpotentialmeasurementsindicatedthatformulationsA, D, andF exhibit aprotective
effectonaluminum2024-T3.

EIS resultsfor thesix formulationstestedshowedthatthereis animprovementin thecorrosion
resistanceof aluminum2024-T3with theadditionof themolybdateconversioncoating.

SEM/EDSrevealedthepresenceof cracksin thecoating. Cubiccrystalsof what it is believedto
becalciumcarbonatewerealsoobservedon thesurfaceof thecoating. SEM/EDSfailedto
detectthepresenceof molybdenumin thecoating.

XPSanalysisof thecoatingindicatedthatthereis lessthan0.01atomicpercentmolybdenumon
thesurfaceof thesample.

Furtheranalysisof theEISdataaswell asdatagatheredfrom atmosphericexposureof thepanels
aresuggestedbeforemoredefiniteconclusionscanbedrawn.

REFERENCES

[1] B.A. Shaw,G.D.Davis,T.L. Fritz, andK.A. Oliver, J.electrochem.Soc.,137(1990):p. 359.

[2] J.A.GrandleandR.S.Taylor,Corrosion,50 (1994):p. 792.

[3] J.E.O.Mayne,andD.J.Mills, J.Oil & ColourChemistsAssoc.,58 (1975)p. 155.

[4] R. G. Buchheit,M.D. Bode,andG.E. Stoner,Corrosion,50 (1994):p. 205.

[5] R.G.Buchheit,M. Cunningham,H. Jensen,M.W. Kendig,andM.A. Martinez,Corrosion,54
(1998):p. 61.

[6] F. Mansfeld,Corrosion,54 (1998):p. 595.

51/52



V



1999 NASA/ASEE SUMMER FACULTY FELLOWSHIP PROGRAM

JOHN F. KENNEDY SPACE CENTER

UNIVERSITY OF CENTRAL FLORIDA

Performance Evaluation of the NASA/KSC Transmission System

Kenneth J. Christensen

Assistant Professor

Department of Computer Science and Engineering

University of South Florida

KSC Colleagues: John Schnitzius (NASA) and Chris Kerios (Dynacs Engineering)

ABSTRACT

NASA-KSC currently uses three bridged 100-Mbps FDDI segments as its backbone for data traffic. The FDDI
Transmission System (FTXS) connects the KSC industrial area, KSC launch complex 39 area, and the Cape
Canaveral Air Force Station. The report presents a performance modeling study of the FTXS and the proposed
ATM Transmission System (ATXS). The focus of the study is on performance of MPEG video transmission on
these networks. Commercial modeling tools - the CACI Predictor and Comet tools - were used. In addition,
custom software tools were developed to characterize conversation pairs in Sniffer trace (capture) files to use as

input to these tools. A baseline study of both non-launch and launch day data traffic on the FTXS is presented.
MPEG-1 and MPEG-2 video traffic was characterized and the shaping of it evaluated. It is shown that the
characteristics of a video stream has a direct effect onits performance in a network. It is also shown that shaping
of video streams is necessary to prevent overflow losses and resulting poor video quality. The developed models
can be used to predict when the existing FTXS will "rim out of room" and for optimizing the parameters of ATM
links used for transmission of MPEG video. Future work with these models can provide useful input and
validation to set-top box projects within the Advanced Networks Development group in NASA-KSC Development

Engineering.

53



Performance Evaluation of the NASA-KSC Transmission System

Kenneth J. Christensen

1. Introduction

NASA-KSC currently uses three bridged 100-Mbps FDDI segments as its main transmission system, or
backbone, for data traffic. The FDDI Transmission System (FTXS) connects the KSC industrial area, KSC launch
complex 39 and the Cape Canaveral Air Force Station. NASA-KSC is in the middle of developing a consolidated
networking infrastructure based on Asynchronous Transfer Mode (ATM) as an upgrade to the FTXS. This new
transmission system is the ATM Transmission System, or ATXS. The KSC Development Engineering (DE)
directorate is accountable for this project which is descnbed in [6]. Within the DE directorate, the Advanced
Networks Development (AND) group is examining new networking technologies and developing the design
specification. The goal of the consolidated networking infrastructure is to reduce the number of disparate networks
at KSC and thus achieve cost savings by 1) increased efficiency in the use of the existing in-ground cabling plant,
and 2) reduced operations and maintenance requirements. Current transmission of shuttle launch video is via the

KSC WideBand and BCDS analog (cable TV) networks. A goal of the shuttle upgrade program is to generate
MPEG-2 encoded video and transmit this video via the ATXS.

A key component in the planning, design, and deployment of any large network is performance evaluation, or
capacity planning. The goal of capacity planning is to deliver the most cost-effective network designs while
ensuring that performance levels will meet specified service requirements (see [8]). While very valuable, building
experimental test networks in a laboratory setting is expensive and limited in size and scope. Due to its size and
complexity, the entire KSC transmission system cannot be duplicated in a laboratory. Thus, a performance model
of the existing and proposed systems needs to be developed and experiments conducted on the model. The results
from the experiments can give guidance on the amount of"head room" available on the existing FTXS and the
anticipated performance of possible ATM upgrade designs.

During the summer of 1999 (funded as a second-year NASAJASEE faculty fellowship) a capacity planning
study of FTXS and ATXS was conducted. The CACI suite of modeling tools - Predictor and Comnet (see [1]) -
was used for performance evaluation. The purchase of the CACI tools was the direct result of a requirements
definition and procurement completed in the summer of 1998 (see [2]). The goals of this capacity planning study
were:

I.
2.
3.
4.

Baseline the topology and data traffic of the existing FTXS
Build models of the FTXS and proposed ATXS including video transmission subsystems
Collect or acquire representative MPEG video traffic traces and characterize them
Conduct experiments on the FTXS and ATXS models to determine:

- Expected lifetime (or "headroom") of the systems given anticipated traffic growth rates
- Predicted performance of video traffic

5. Evaluate shaping of video traffic as a means of improving the efficiency of use of network resources
The key deliverables from this study were:

1. CACI Predictor models for the FTXS and ATXS

2. Tools to characterize and import traffic into the Predictor models
3. CACI Comnet models for video transmission on FDD! and ATM networks

4. Characterization of some packetized MPEG-1 and MPEG-2 video clips
These deliverables forward the goal of consolidating video services on existing and future networks at NASA-KSC.

The remainder of this report is organized as follow. Section 2 is a brief overview and motivation for capacity
planning. Section 3 is an overview of the FTXS and ATXS network designs. Section 4 describes characterization
of MPEG video streams. Section 5 describes the CACI predictor models and results for FTXS and ATXS based on

a "normal day" baseline traffic. Section 6 presents a traffic characterization from the July 22nd scrubbed shuttle
launch day. Section 7 describes the CACI Comnet models for video transmission on ATM networks and presents
the results of a study of shaping of video traffic. Finally, section 8 is a summary and describes future work.

V
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2. Overview and Motivation for Capacity Planning

Capacity planning of computer systems is the process of predicting the future performance of a system.

Specifically, capacity planning intends to predict when performance will drop below a desired level of service. For
any moderately large or complex system it is not possible to physically build and test design options, hence
modeling is required. Capacity planning uses both simulation and analytical modeling methods. Analytical
methods use "math formulas" to model and solve for the performance measures of a system. Analytical methods

are rooted in qucueing theory and require simplifying assumptions to build tractable models. Reference [5] is the
classic reference on queueing theory. Simulation methods use discrete event simulation programs executed on a
computer to find statistical approximations for the performance measures of a system. Reference [7] is the classic
reference on discrete event simulation. Simulation models require much longer execution time than analytical

models. However, simulation models do not require many of the simplifying assumptions of analytical models.
Another trade-off is correctness, given that the underlying assumptions are accepted, an analytical model can be
formally proved correct. However, a simulation model consists of thousands to millions of lines of code and is
hence almost certain to contains "bugs", some of which may affect the accuracy of the output. The accuracy of
output (i.e., the results) for any model is no better than the accuracy of the input. Given first order approximations
for input, the output of both an analytical and simulation model will be poor. This last fact is very important, if
many assumptions must be made on the input to a model then faster analytical modeling may be better than
simulation modeling since one can study many design options with an analytical model in the same amount of time
that only one option can be studied with simulation methods.

Computer networks are modeled as queueing systems. The buffers in network components such as routers
and switches are packet (or cell for ATM) queues. Delay in a network occurs when packets are forced to wait for
transmission in these buffers. Packet loss occurs when these buffers overflow due to packet arrival rates

temporarily exceeding the service rate. Packets arrive with probabilistically distributed interarrival times, often in
bursts. A packet is serviced when it is transmitted on an outgoing link. Packet service time is a function of the
packet size and the data rate of the outgoing link. For example, a 1500 byte packet has a 1.2 millisecond service
time on a 10-Mbps Ethernet. Both packet interamval times and packet sizes can be modeled with probability
distributions. Packet streams are modeled and analyzed as time series and their characteristics determined by time

series analysis.
Burstiness can be informally defined as how much the arriving packets are clumped together. A more formal

definition of the burstiness of a packet arrival stream is the Coefficient of Variation (CoV) of the packet
interarrival times OAT),

Standard deviation of packet IAT ( 1)CoV of packet IAT =
Mean of packet IAT

where the mean of packet IAT is simply the reciprocal of the packet arrival rate. The utilization of a network is the
ratio of measured arrival rate divided by the maximum rate ("bandwidth") of the link. Determining the variance of
packet interarrival times requires analyzing packet traces of network traffic. Packet traces contain time-stamps for
received packets. It is from these time-stamps that the variance of packet interarrival times is determined. For
deterministic traffic the CoV = 0, for random (Poisson) traffic the CoV = 1, and an increasing hastiness is

indicated with a higher value of the CoV. As the arrival process increases in burstiness, the saturation knee occurs
at lower utilization levels. The knee effect is common tOall queueing systems. The challenge of capacity planning
is to determine at what utilization level the knee will o_-'ur.

3. Overview of the FTXS and ATXS Designs

The current data communications infrastructure of NASA-KSC is the Frxs (see 16]). The underlying

technology of the FTXS is FDDI, a 100-Mbps shared-medium token ring technology. FDDI is an ANSI standard
(see [3]) developed for reliable and efficient data communications based on variable length packets. In an FDDI
LAN, all of the attached hosts share the common _b_m_dwidth of a 100-Mbps fiber optic ring. In FTXS, three FDDI

rings are interconnected via bridges. Organizations, often identified by a KSC building attach to the FTXS via a
router. Figure 1 shows a graphic of the FTXStaken from a Predictor model (the model is described in Section 4).
The ATXS (see [6]) is a complementary network to the FTXS with a plan to consolidate some, or all, of the FTXS
traffic. The ATXS is based on ATM technology with standards largely set by the ATM Forum (see [2]). The
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ATXS is especially intended to carry video traffic that is currently carried on the separate analog BCDS and

WideBand systems. The purpose of this study is to evaluate the ATXS for this video traffic consolidation. Figure
2 shows the ATXS network (as a Predictor graphic).
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KUDA KSOSO R11_HMF KDNKSC RI_CDSC R16COSC KDN7513 CADCAE PON_WAI SSPF"

Figure 1 - Predictor graphic of the FTXS
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Figure 2 - Predictor graphic of the ATXS
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4. Characterization of MPEG Video

MPEG-1 and MPEG-2 are video encoding standards used for digital video, see [9]. A video encoder

generates a stream of compressed frames that can be stored as digital data (e.g., as a file on a hard disk) or sent
across a network for of video transmission. A matching decoder uncompresses the encoded frames and generates a

'Mdeo out" signal as NTSC or composite video. The encoding and decoding incurs a delay - the amount of delay
depends on the implementation of the encoding and decoding hardware and/or soitware. Additional delay may be
incurred in a playout buffer used to compensate for delay variance (called "delay jiRer") cansed by the variable

queueing delays in the network. For video transmission on a network, MPEG frames are packetized into one, or
more, packets per frame. MPEG defines three types of frames, I (interpolated), P (predictive), and B (bi-
directional). An I frame is an independently compressed video frame, P and B frames are inter-frame compressed
in reference to the previous I frame (and to each other). I frames are typically generated ever)"half-second (with 14
P and B frames between each I frame for 30 frames per second video). The loss of an I frame prevents the

subsequent B and P frames from decoding correctly and typically results in a half-second "freeze" in the video.
The loss of a B or P frame has less effect on the vi_ quality. Since I frames are independently compressed, they

are typically larger is size than B and P frames making their loss more likely in a congested network. In addition,
for most video encoders the size of the frames is highly dependent on the complexity and amount of motion in the
scene on which the camera is focused. For example, a talking-head in front of a solid color background will

encode into very small frames (and hence low mean and variance in bandwidth required to transmit the frames on
a network), an automobile race with frequent scene changes will result in the opposite. For most encoders, the

compression rate is a settable parameter with a higher compression ratio resulting in a lower transmission
bandwidth requirement (or less storage), but lower video quality. For MPEG-2 encoding, an average rate of about
6-Mbps results in VCR quality video. Constant bit-rate, variable video quality encoding is also possible where the
output rate of the encoder is constant, but video quality varies as a function of the amount scene complexity and
motion. Figure 3 shows a video source, encoder, network, and decoder (and assumes one video frame per packet).
Note that video frames entering the network are deterministically spaced (typically one every 1/30-th of a second
for 30 flames per second video) and that this same timing must exist at the decoder if the decoder is not to be over-
run or under-run. An end-to-end network delay of a few milliseconds per packet is considered to be acceptable to

most video applications.

... Video camera _ Video packets _ Video receiver

,,,, ,,.
Video encoder Playout buffer Video decoder

Figure 3 - Digital video on a network - encoding, playout buffeting for jitter removal, and decoding

Understanding the characteristics of digital video is necessary in order to predict the network resources
required to transmit the video. Significant research has been done in the area of video characterization and traffic
modeling. The results in [11] show that the characteristics of a video stream are highly dependent on the content
of the video. At the time of this work, there were no MPEG-2 encoders available at KSC. Thus, to study the time
series characteristics of MPEG-2 video streams, traces of MPEG-2 encoded 1996 Olympic Games events were
obtained (see [13]). Figures 4, 5, and 6 show the bandwidth requirements for 30 seconds of MPEG-2 encoded

Olympic Games waterpolo. Increasing the time increment aggregates the time series. At a 30 second increment,
the mean bandwidth requirement is 5.94-Mbps. At the smaller time increments the large spikes (one every half-
second) correspond to the I-flames, with a peak bandwidth of over 15-Mb_ At the larger time increments, the

spikes are not visible, this can result in under-allocation of network bandwidth for video transmission.
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Figure 4 - Bandwidth for 30 seconds of MPEG-2 Olympic games waterpolo (33.33 millisec increment)
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Figure 5 - Bandwidth for 30 seconds of MPEG-2 Olympic games waterpolo (100 millisec increment)
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Figure 6 - Bandwidth for 30 seconds of MPEG-2 Olympic games waterpolo (1 sec increment)

Table 1 summarizes two key characteristics of the set of Olympic Games MPEG-2 frame size traces. The

mean bandwidth requiredgor a video stream is directly proportional to the mean frame size. The buxstiness of the

video stream is directly proportional to the Coefficient of Variation (CoV) of frame size, which is the ratio of the
standard deviation of frame size to the mean of frame size (similar to equation (1) for CoV of packet IAT). It can
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be seen in Table 1 that the mean frame size varies very little between video clips (ranging from 24200 to 24552

bytes, a 1.5% difference), however the CoV varies by 41% (ranging from 0.4858 to 0.6861).

Full video cli[

Sporting event Mean frame

Archery 24498 bytes
Badminton

. Boxing

Diving

S_ling

Swimming
Table tennis

Waterpolo

24200

24504

24438

24552

24498

24363

24507

(40 minutes) First 10 seconds of video clip
Mean frame[ CoVofframe

0.6816 24203bytes
0.6861 24252

0.5592 24500

CoVofframe

0.6584

0.6398

0.6005

0.66510.5748 24457

0.4858 24612 0.5145

0.6551 24565 0.5855

0.6409 24522 0.5329

0.5058 24558 0.4617

Table 1 - Key characteristics of Olympic Games MPEG-2 frame traces

5. Predictor Modeling of the FTXS and ATXS

A CACI Predictor model can give a first order measure of the capability of the existing FTXS and the future

ATXS for transporting video streams. A layer-2 model of the FTXS was manually built as shown in Figure 1.
Each of the reuters attaching to the FTXS is modeled as a traffic source. A video source is modeled in the LCC

building and a video receiver in the EDL building. The FTXS is modified to model the ATXS by replacing the
FDDI core with a switched core. The Predictor models compare a shared medium (i.e., that of the shared 100-

Mbps FDDI) with a dedicated medium performance of a switched infrastructure. The more ad_aced functions of
ATM including virtual circuits, traffic classes, and traffic shaping cannot be modeled with Predictor.

5.1 Traffic collection and import into the Predictor model

Predictor classifies network traffic as packet flows where each flow has a mean and standard deviation of

packet size and mean and Squared Coefficient of Variation (SCV) of packets per second. The SCV is defined for a

flow of packets in terms of the variance and mean of packet interarrival time OAT) as:

SCV of packet IAT = [CoV of packet IAT] _ = Variance of packet IAT (2)
[Mean of packet IAT] _

The SCV oflAT is a measure of the burstiness (or "clumping" tendency) of a packet flow, as described in Section

2. A deterministic packet flow (i.e., packets always have a constant IAT) would have SCV = 0. A Poisson packet

flow (i.e., packets have exponentially distributed IAT) would have an SCV = 1. Using Network Associates Sniffer

(see [ 10]) trace files as input, a program named crunch, c was written to identify the conversation pairs (between

layer-2 MAC addresses) and characterize each conversation for mean and standard deviation of packet size and

mean and SCV of packet IAT. The output of the program is in a format suitable for import directly into a

Predictor tabulated packet flow. Reference [4] is a NASA technical disclosure filed for this software program. The

program has two possible output modes - verbose and CSV(for input to CACI Predictor as a tabulated packet flow).

Predictor will import an Expert Sniffer file as traffic input. However it was found via experimentation (and

confirmed by CACI technical support) that the Expert Sniffer is "behind" the actual capture. In one experiment,

the FDDI Expert Sniffer identified about 10-Mbps of traffic, however the capture file showed approximately 26-

Mbps.
The process of collecting and characterizing tmtIic over a period of many weeks is called "baselining". A

baseline is the starting point for a network model. Growth rates, additional traffic sources, changes in network

topology, and so on are then made to the baseline to predict future performance of the networL The crunch, c

program applied to Sniffer capture files can characterize small snapshots of traffic on a LAN. For a longer term

view, RMON probes can be used to record the layer-2 mean packet size and packets per second for all

conversations in a network. The use of RMON for long term monitoring of shared FDDI bandwidth usage needs to

be further investigated. For a fully switched network (e.g., switched Ethernet or ATM), RMON cannot be used.
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For a router-centric view of traffic, Cisco NetFlow provides session level information (a session is a TCP

connection) for all packet flows through a monitored muter. The use of NetFlow traffic collection for input to
Predictor models deserves further study,

Over a period of several days in mid June 1999 it was found that the industrial area FDDI ring of the FTXS
ranged l_m about 15% to 25% utilization. The Network Associates FDDI Sniffer monitor (with a 100-
millisecond sampling time) was used for these measurements. A single capture of"typical" non-launch day traffic
on the industrial area FDDI was made at an approximate 25% utilization level and characterized_ The results from
the characterization are shown in Figure 7 as crunch, c verbose OUtput where all conversation pairs with less

than 1% relative utilization have been removed for purposes of clarity. It can be seen that 21 conversation pairs
generate a relative 8I% of the traffic for this snapshot. One MAC address could not be identified (labeled as
"unknown") and is suspected to be a RMON probe or some other monitoring device on the industrial area FDDI
ring

Media data rate = I00 Mbps

Total time of trace = 9.3434 sec

Total number of pkts / bytes = 93526 pkts / 30429145 bytes

Total (absolute) util = 26.0541%

Total number of pairs = 355 pairs

to/from Addr count util(a) util(r) m_pkt len
R9 LCC KSCISO 1600 0.55 2.09 398.25

ISOEAST KDN7513 2597 0.67 2.59 303.04 397.66

RI6 CDSC RI4 VAB 532 0.41 1.58 903.36 662.26

R4 OSB KSC[SO 548 0.30 1.14 631.59 475.12

RI4 VAB KSCISO 1201 0.93 3.57 905.22 656.27

RI5 LCC KDN7513 509 0.40 1.54 917.71 630.73

KDNI_SC KDN7513 1535 0.33 1.27 251.43 250.29

SODN R6 KSCISO 1675 0.60 2.30 418.47 440.45

KDN7513 ISOEAST 2528 0.35 1.35 163.00 182.58

KDN7513 RI4 VAB 503 0.41 1.59 962.92 620.32

KDN7513 KDN_SC 1529 0.48 1.86 369.73 331.12

KDN7513 KSCISO 1465 1.05 4.04 838.38 619.88

SSPF KSCISO 1071 0.52 1.98 562.07 499.73

SSPF PONWAI 3756 2.94 11.27 913.12 646.42

unknown PONWAI 411 0.45 1.72 1270.64 433.16

KSCISO R9 LCC 2423 1.39 5.35 672.16 566.75

KSCISO PO_FRAI 1966 1.12 4.30 666.07 623.48

PONWAI SSPF 3514 1.25 4.80 415.91 569.45

PONWAI KSCISO 2714 0.93 3.57 399.89 443.89

PONWAI CADCAE 4981 5.78 22.19 1355.68 416.60

CADCAE PONWAI 3002 0.30 1.17 118.21 154.34

sd pkt_len pkt/sec
584.34 171.24

277.95

56.94

58.65

128 54

54 48

164 29

179 27

270 57

53 83

163 65

156.80

114.63

402.00

43.99

259 33

210 42

376 09

290 47

533 I0

321 30

scv

0.97

0.61

22.07

1.38

0.88

19.59

1.86

1.14

0.52

23.24

1.95

1.74

1.36

2.40

4.24

2.37

2.78

2.05

1.83

5.56

2.94

Figure 7 - Characterization of the industrial area FDDI ring FTXS traffic (6/15/99 - baseline 26% utilization)

5. 2 Experiments and results for FTNS and A TXS Predictor models

The FTXS and ATXS Predictor models were used to predict the level of performance that could be expected
for four video MPEG-2 video streams transmitted from the LCC to the EDL The MPEG-2 waterpolo video clip
frame size trace data was packetized into Ethemet (1500 byte maximum size) packets where frames of size larger
than 1500 bytes are packetized into multiple back-to-back maximum size packets. The time series characteristics

were found to be mean packet size = 1455 bytes, standard deviation of packet size = 208 bytes, packet rate = 5O6
pkts/sec, and SCV of packet IAT = 13.99 using the tools available at [12]. The data traffic characterized in Figure
7 was imported as the base data traffic representing a high 26% utilization of the _ industrial area FDDI ring.
Figure 8 shows the mean and 90th percentile video packet delay for one through four video streams and with both
no backgroand data traffic and the baseline 26% utilization traffic. Figure 8 shows video packet delay for a growth
in baseline data traffic. Figure 9 shows that video packet delay is fairly constant through a 150% growth, of about
65% utilization of data traffic of the lO0-Mbps FDDI ring (the four video streams consume about 24% utilization

for a total FDDI ring utilization of about 90%). This result shows that FDDI is "stable" for very high (up to 90%)

J
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v

utilization levels after which packet delay increases sharply. The ATXS model predicts sub-millisec0nd mean and

90th percentile packet delay for growth in excess of .1000% (an 11 fold increase) in data traffic from the 26%

_. This result shows that dedicated bandwidth can result in very large aggregate bandwidths for carrying

many-to-many traffic. Buffer loss cannot be predicted with Predictor and is studied using Coronet in Section 7.

0.5

_ 0

Upper traces are w/baselkae data traifie
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I I
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Number of MPEG-2 video steams

Figure 8 - Video packet delay for FTXS with one through four video streams
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Figure 9 - Video packet delay for FTXS with four video streams and growth in data traffic

6. Launch Day Traffic Characterization

The KSC Web server is attached to the FTXS. On launch days the number of queries to this server is greater

than on non-launch days. It is important that the internal NASA-KSC network perform "well" on launch days.
Traffic data was collected for the 3 hours preceding the scrubbed July 22nd shuttle launch and characterized using

the crunch, c program. Traffic datawas also collected during the day of the scru_ July 20th launch. An

unusually high peak of almost 50% utilization of the FTXS FDDI ring was observed on 11:00am on July 20.

Figure I0 shows characterization (crunch. c verbose output) of this capture where all conversation pairs with

less than 1% relative utilization have been removed for purposes of clarity. It can be seen that 21 conversation

pairs generate a relative 82% of the traffic for this snapshot. Figure 11 shows utilization during the night of the
scrubbed July 22nd launch. It can be seen that traffic coming from and to the KSCISO router comprises the

majority of the traffic on the FDDI ring. Traffic passing through the KSCISO router is also monitored with
MRTG. The Sniffer data consists of approximately 10 second snapshots (10 seconds results in a full buffer on the

Sniffer tool) taken every I0 minutes. Table 2 shows a breakdown of the protocols passing through the KSCISO

router based on analysis (again, with crunch, c) ofa l:05am Sniffer trace. The large component of UDP traffic

is believed to be from a new (first time used for this launch) streaming video application. It can be observed that
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the burstiness of this streaming video is higher than that of the TCP traffic, most of which is presumed to be
"normal" HTTP Web traffic.

Media data rate = i00 Mbps

Total time of trace z 7.2778 sec

Total number of pkts / bytes = 122334 pkts /

Total (absolute) util = 49.5158 %

Total number of pairs = 322 pairs

45045982 bytes

to/from Addr count util(a) util(r) m_pkt_len sd pkt_len pkt/sec scv

ISOEAST KDN7513 1241 1.30 2.63 955.95 659.15 170.52 5.25

RI6 CDSC SODN R6 1634 1.61 3.26 897.77 628.06 224.52 4.56

RI5--LCC KSCISO 1355 0.98 1.97 656.45 616.54 186.18 1.57

SODN R6 KSCISO 4045 2.18 4.40 490.48 518.27 555.80 2.21

KDN7513 KDNKSC 657 0.60 1.20 824.75 608.81 90.27 2.27

KDN7513 KSCISO 1402 0.90 1.81 581.44 535.36 192.64 1.98

SSPF KSCISO 1587 0.85 1.72 488.87 478.29 218.06 2.21

SSPF PONWAI 3578 3.74 7.56 951.32 695.01 491.63 6.34

KSCISO R50SB 625 0.81 1.63 1174.82 522.85 85.88 4.81

KSCISO R2--VABR 974 0.98 1.98 916.42 694.10 133.83 1.72

KSCISO RI5 LCC 1468 1.37 2.76 846.38 709.44 201.71 1.88

KSCISO KDNKSC 966 0.96 1.95 908.41 571.51 132.73 2.78

KSCISO SODN R6 3547 1.46 2.94 373.52 515.45 487.37 2.22

KSCISO PONWAI 4287 3.10 6.26 657.66 610.23 589.05 3.53

PONWAI KDNKSC 664 0.61 1.22 829.10 679.84 91.24 18.81

PONWAI KDN7513 906 0.75 1.51 748.64 554.55 124.49 2.30

PONWAI SSPF 3593 3.48 7.04 882.14 711.52 493.69 4.73

PONW-AI KSCISO 4291 1.58 3.18 334.21 405.07 589.60 2.62

CADCAE EDL BDR 2734 4.43 8.94 1472.42 219.03 375.66 7.20

CADCAE KDNKSC 2807 3.91 7.89 1266.50 509.70 385.69 5.94

CADCAE <new> 2956 4.85 9.80 1493.04 192.20 406.16 6.27

l_gure 10 - Characterization of the industrial area FDDI ring FTXS traffic (7/20/99 - launch day 49% utilization)
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Figure II -IndustrialFDDI ringutilizationforni_t ofJuly22nd scrubbedlaunch (datafrom crunch, c)

Component FDDI utilization Weighted average of SCV

All traffic on FDDI

KSCISO only
TCP to FTXS

TCP from FTXS

UDP to FTXS

UDP from FTXS

37.9%

26.0

1.0

10.19

11.39

3.47

6.236.4

2.0 5.71

13.6 21.62

Table 2 - Breakdown of protocols at l:05am from the July 22nd scrubbed launch (data from crunch, c) V
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7. Comnet Modeling of Video Transmission on ATM

A CACI Comet model can give a detailed, or "low level", view of network behavior for a small snapshot of
time. This low level view includes an understanding of packet or ATM cell loss due to buffer overflows in
switches and routers. A Comet model was built to study the delay and loss performance of video traffic in a
simple ATM network_ In particular, the use of shaping of video traffic is to be studied as a means of improving

both video and data traffic performance. Figure 12 shows the Comnet model developed to study video traffic
performance. Since no MPEG-2 encoded shuttle launch video was available, Olympic Games MPEG-2 video
traces were used. Two experiments were defined:

Experiment #1 - Four streams of video with high CoV (archery, badminton, boxing, and diving)
Experiment #2 - Four streams of video with low CoV (sailing, swimming, table tennis, and waterpolo)

The video sources are Video_node_l, etc. and the video sinks are Video_sink_l, etc. The link speeds are
all 0(3-3 and the switch buffer size is set to 512 cells. Shaping (and SAR to/from ATM cells) of the video traffic at

the source is done using the Conmet external messages feature. Shaping rates of 6-Mbps through 40-Mbps are
used_

/// / \\\\
/ // / \\\
/ / / \ \ X)ut_3 Video sink3

'12///

oo.,0oo_, ....o°.o°°.

Data_source_2Datl__node_2 1__6

Figure 12 - CACI Comet model for studying video traffic performance in an ATM network

Figure 13 shows the frame delay of MPEG-2 video for Experiment #1 as a function of shaping rate. Results
are only shown for the case were all frames are successfully delivered. A shaping rate of 6-Mbps is "too slow" and
shaping at a rate higher than about 35-1Vlbpsresults in cell loss, and thus frame loss, at the switch. Figure 14
shows switch buffer use and its sharp increase at the higher rates of shaping. At a shaping rate of 40-Mbps, very
few MPEG-2 frames are successfuUy delivered This is not surprising since four times 40-Mb_ exceeds the OC-3
line rate. Figure 15 shows frame delay for Experiment #2. It can be seen that the lower CoV video streams result
in a significantly lower maximum frame delay and slightly lower mean and standard deviation of frame delay.

v
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Figure 13 - Frame delay results from shaping experimem #1 for high-CoV video streams

_512

384

"_ 256

i 128

o

Shaping at 40-Mbtz; resulted in frame loss

t i i i i

8 12 16 20 24 28

Shape rate (Mbps)

Std Dev x_

i i

32 36 40

Figure 14 - Buffer use for switch #i high-CoV video streams (for experiment #1)

i"'°° m6080"_ 40 / Std Dev

20

I | I I I I I

8 12 16 20 24 28 32 36 40

Shape rate (Mbps)

Figure 15 - Frame delay results from shaping experiment #2 for low-CoV video streams

8. Summary and Future Work

This work has demonstrated the use of performance modeling and the use of the CACI Predictor and Coronet

tools. Modeling can be used to predict network performance and tune parameters for optimum performance. It
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was shown that the current FTXS can support "a few" video streams with current load levels and traffic mixes.
ATXS with its switched infrastructure offers, at least, a ten fold improvement for transport of video compared to
FTXS. It was shown that the characteristics of a video stream has a direct correlation on its performance in a
network. It was also shown that shaping of video streams is necessary to prevent overflow losses. Such overflow
losses would both destroy video quality and affect performance of data application (i.e., by possibly inducing data
traffic to also be lost). The Comet simulation model can be used to explore parameter setting for video shaping
that optimize the trade-offbetween video frame delay, allocated bandwidth (for video), and switch buffer
utilization.

Fuatre work should focus on fully validating the models against "real networks". This could be done by

injecting, measuring, and comparing probe traffic in the real FTXS and doing the same in the model of FTXS.
The developed models can be used to predict when the FTXS when "run out of room". To do this, long term
trending of traffic must be done. This could be done using RMON, or some other traffic collection, probes and
careful collection, archiving, and trending of traffic data over many months. In addition, the adoption of new
technologies, such as streaming video, need to be fully understood. Finally, parameter settings for ATM links for
transmitting shuttle launch video (e.g., to set-top MPEG-2 decoder boxes) can be optimized using the developed
Conmet model. To do this, the "specs" on the actual MPEG-2 encoders to be used at NASA-KSC and sample
video streams from these encoders will be required. Thus, this future work can provide useful input and validation

to future set-top box projects within the AND group.
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ABSTRACT

The continuing development of exhibits at the Kennedy Space Center's Visitor
Complex is an excellent opportunity for NASA personnel to promote science and
provide insight into NASA programs & projects for the approximately 3 million
visitors that come to KSC annually. Stated goals for the Visitor Complex, in fact,

emphasize science awareness and recommend broadening the appeal of the
displays and exhibits for all age groups. To this end, this summer project seeks
to evaluate the science content of planned exhibits/displays in relation to these
developing opportunities and identify specific areas for enhancement of existing
or planned exhibits and displays.

To help expand the educational and science content within the developing
exhibits at the Visitor Complex, this project was structured to implement the goals
of the Visitor Center Director. To accomplish this, the exhibits and displays

planned for completion within the year underwent review and evaluation for
science content and educational direction. Planning emphasis for the individual

displays was directed at combining the elements of effective education with
fundamental scientific integrity, within an appealing format.

T
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Evaluating Education and Science in the KSC

Visitor Complex Exhibits

Lance Enckson

L __

V

1. Introduction

Preliminary discussion of the goals of this project were used to define the scope
of the work for the summer. That effort is to assist with the improvements in the
KSC Visitor Complex exhibits in the areas of general science and education. This
was to include assisting in the communication of NASA's operations and
interests to visitors at the complex, and to help introduce science and technology
to the visitors through the displays and exhibits being planned.

2. Project Description

Organization of this project began with the identification of the galleries and
exhibits that were undergoing development and that would be completed within
one year. The pdmary focus was on these exhibits because of the need for input
during the development stages. Suggestions and/or recommendations for
educational and scientific content in these exhibits were needed before the

exhibit designs were essentially fixed. Other displays and exhibits could be
reviewed during the summer project as time provided, and were, as outlined in
the appendix.

Review procedures for the exhibits began with a discussion of the planning
documents with the Director and Assistant Director. A summary of
recommendations/suggestions was composed for several of the exhibits and
discussed. At this point, the elements of educational content were introduced and
recommendations made for the first series of exhibits.

The first exhibit/gallery review was made at the beginning of the project on the
"Exploration in the New Millennium." The content and character of the exhibits

and displays was evaluated for accuracy and continuity, with several suggestions
outlined (see Appendix A). Some modification of the displays was recommended,
and an addition of a night sky display suggested. More detailed discussion on the
gallery continued through the summer program, with some adjustments and
modifications being integrated into the gallery under the direction of the Visitor
Complex Director.

An important exhibit area under redesign during the coming year was the Rocket
Garden, a collection of mostly early manned space flight rockets and propulsion
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engines. Since many of the rockets on display are historically important in
NASA's evolution, a recommendation was made to expand the exhibits to include
information on the background of space flight propulsion, and the importance of
the individual launch vehicles (see Appendix B).

During a paper presentation on this NASA-ASEE project in early summer, I had

the opportunity to visit to the Adler Planetarium, which provided some insight into
similar display and exhibit development. Another astronomer had help direct the
exhibit development at the Planetarium and described the educational and
scientific components within the planning, design, and installation of the newer
displays. Those fundamental educational elements ware adopted, in part, as the
recommended development procedures for the KSC Visitor Complex future
exhibits.

Discussions with the education office of the American Astronomical Society
indicated the need for education specialists within the review and
recommendation process if the exhibits are to provide significant educational
benefit. Professional advice on educational aspects of exhibit development was

also suggested because of the broad age groups targeted for the future displays.
These suggestions for education specialists are included in the conclusions of
this report. Consultation with the NASA-HQ Education Office also provided
several evaluation principles for the educational content within the planning and
implementation process.

Subsequent exhibit/gallery reviews at the Complex included the Apollo/Saturn V
Center and the International Space Station Center. Both of these visitor sites
were already completed, but were considered useful for educational review
because of their large impact on the visitors. Suggestions for additions or
alterations are listed in the appendices.

3. Results

A series of reviews for the various galleries, exhibits and displays at the KSC
Visitor Complex was made during the summer program as part of the project.
Those reviews were incorporated into recommendations, originally appearing in
several memos to the Visitor Complex Director. The recommendations cover

specific and general objectives, primarily within the exhibits of focus. Other
recommendations and suggestions cover other exhibits/displays, and can be

found within the appendix.

The highest level recommendations developed during this summer project were
related to educational principles and planning. Recommendations from the staff
at the Adler Planetarium, The American Astronomical Society, and the NASA-HQ
Education Office indicate a need for planning at all stages for exhibits with
educational intent. Although some of these displays and/or exhibits must also
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provide an interesting and imaginative character, the pdmary content should
adhere to the fundamentals of learning. To accomplish this ideal, is
recommended that the following structure be adopted for exhibit/display
development.

A. To identify both specific and general interests of the visiting public, one or
more surveys should be conducted with the educational and information
objectives of the Visitor's Complex in mind. The sampling/surveys could be
conducted at the Center, or through mail-in questionnaires. Although this step
is not necessary for individual exhibit development, it would be useful for
identifying program interests, or for planning multiple exhibit projects.

B. One of the fundamental steps in exhibit planning & development is to identify
the basic concepts to be covered within the planned exhibits. An outline of the
concepts should include the goals and objectives of each of the concepts that
make up the exhibit/display. This serves as the foundation of the educational
content review.

C. Once the objectives and goals have been established, an educational
consultant should be used to verify the information and/or learning content
and efficacy of the planned exhibits. This is important for evaluating the
educational displays, and may also be useful for a review of any amusement-
oriented displays.

O. An evaluation of each of the exhibits by a survey team before it is placed on
permanent display is recommended. Several styles of evaluation could be
used for the exhibits/displays including; 1) a survey of children and/or adults
interacting directly with the individual exhibits; 2) a broad survey of several
exhibits evaluating the direct interest and comparative interest in the exhibits.

E. Follow-on surveys were highly recommended to evaluate the public interest in
the exhibits, which could also be very useful for estimating the public's
interest in a number of space and related-science areas.

A more general suggestion on increasing the effectiveness of exhibits and
displays at the Visitor Complex includes increasing the continuity between
exhibits throughout the Complex to increase the synthesis of information for the
visitors. An example of linking/integrating exhibits at the Complex would be a
listing of the uses for and current flights of launch vehicles/rockets at
KSC/CCAFS. This could be a listing within the Rocket Garden. Long-duration
research and laboratories at KSC/CCAFS could also be included in the

International Space Station Center exhibits to assist the public in understanding
the KSC role in space exploration.

It is also strongly recommend that direct coordination of the exhibit & display
development be made with the NASA Education Offices at Headquarters, and at
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other centers. Those resources can help establish the educational benefits and
content of the displays intended for that purpose. Second-year efforts in the
project would include the establishment and maintenance of contacts between
the Visitor Complex management and the Education offices of NASA.

4. Conclusions

A complete planning process for public education exhibits, including establishing
goals and objectives, was emphasized by the educational staff affiliated with the
Adler Planetarium, the American Astronomical Society and the NASA Education
Office. Because of the emphasis on planning within these organizations, it is
recommended that the planning activities in exhibit & display development
include goals and objectives of the individual displays be adopted. Similarly, it is
recommended that visitor surveys be conducted before the development of new
exhibits at the complex, and that surveys follow the installation of new exhibits for
evaluation of the effectiveness. Evaluation of existing exhibits could also be
conducted with survey instruments before modifications/additions are developed.

Because one of the major goals and current efforts of the Visitor Complex
management includes broadening the appeal of the exhibits for all age groups,
emphasis on the addition to many of the exhibits for children is strongly
supported.

Integration of the visitor exhibits is also suggested to increase the awareness of
the visitors to the exhibit elements, and to help the visitor understand some of the
technologies and difficulties associated with the space flight and space launch

programs. An attempt was made in these recommendations/suggestions to help
integrate the various visitor sites and exhibits.

Follow-on efforts to this project would concentrate on the coordination of the

planning stages of exhibits while defining the goals and objectives for the
exhibits/displays, and helping to integrate the exhibits to other NASA visitor sites
and space flight efforts at KSC, and throughout NASA.

_%%....,.,/J
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Appendices

A summary of the suggestions to the Director of the Kennedy Space Center
Visitor Complex were included in the final report, but have been edited from this
document due to space limitations. These suggestions and recommendations are
part of eadier reports and reviews made as part of the summer project. To obtain
a copy of the appendices, please contact Dr. Lance Erickson:
erickson@db.erau.edu
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ABSTRACT

The goal of this project was to support the development of a full duplex, spread spectrum voice

communications system. The assembly and testing of a prototype system consisting of a Harris

PRISM spread spectrum radio, a TMS320C54x signal processing development board and a Zilog

Z80180 microprocessor was underway at the start of this project. The efforts under this project

were the development of multiple access schemes, analysis of full duplex voice feedback delays,

and the development and analysis of forward error correction (FEC) algorithms. The multiple

access analysis involved the selection between code division multiple access (CDMA),

frequency division multiple access (FDMA) and time division multiple access (TDMA). Full

duplex voice feedback analysis involved the analysis of packet size and delays associated with

full loop voice feedback for confirmation of radio system performance. FEC analysis included

studies of the performance under the expected burst error scenario with the relatively short

packet lengths, and analysis of implementation in the TMS320C54x digital signal processor.

When the capabilities and the limitations of the components used were considered, the multiple

access scheme chosen was a combination TDMA/FDMA scheme that will provide up to 8 users

on each of three separate frequencies. Packets to and from each user will consist of 16 samples

at a rate of 8,000 samples per second for a total of 2 ms of voice information. The resulting

voice feedback delay will therefore be 4 - 6 ms. The most practical FEC algorithm for

implementation was a convolutional code with a Viterbi decoder. Interleaving of the bits of each

packet will be required to offset the effects of burst errors.
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Full Duplex, Spread Spectrum Radio System

Bruce A. Harvey, Ph.D.

1. INTRODUCTION

The primary focus for this summer's efforts was the development of a prototype full-duplex,

spread spectrum, digital voice radio system. This system is intended to provide open voice

communications between at least 4-7 persons in large rooms (i.e. high bays) or in open outdoor

areas (i.e. landing strip). The persons using the system are expected to be able to conduct normal

conversation as if they were located in close proximity. This differs from push-to-talk systems

where there is only half-duplex operation (only I speaker at a time). The spread spectrum

operation of the system allows license-flee operation in the 2.4 GHz ISM band and alleviates

much of the fading and signal loss due to signal multipath.

The goals for the prototype communication system included:

1) Minimum of 4 - 7 users,

2) Full loop audio feedback to ensure transmit and receive operation,

3) Feedback delay much less than 20 milliseconds to avoid speech interference,

4) 8000 samples/second with 8 or more bit pulse code modulation (PCM), and

5) Operating ranges from a few hundred feet to approximately 3 miles.

The hardware for the design of the prototype devices had already been selected and were in the

process of being assembled and debugged at the start of the effort. The Harris PRISM radio set

(HWB1151) was chosen to provide the spread spectrum modulation, RF devices and baseband

processing. The Texas Instruments TMS320C54x signal processor and evaluation board was

selected to provide analog-to-digital and digital-to-analog conversion, signal processing and

error control. A Zilog Z80180 microprocessor provides overall control of the system. The

analysis and designs under this effort were to be used in this existing prototype design.

The primary tasks under this effort were trade-off analysis of multiple access protocols, analysis

of communication link performance and development of forward error correction (FEC)

algorithms for the prototype.

2. MULTIPLE ACCESS PROTOCOL DEVELOPMENT

A digital communications system can use a number of techniques or protocols to allow multiple

users access to the communications channel. The three general techniques are frequency

division multiple access _MA), time division multiple access (TDMA) and code division

multiple access (CDMA). FDMA, TDMA and CDMA may be used individually or in

combinations to meet the requirements and conditions of the communication system. Typically,

very high bandwidth channels use a combination of FDMA with either TDMA or CDMA to

obtain the benefits of TDMA or CDMA while allowing a narrower bandwidth receiver design.

V
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The PRISM chip set provides the baseband to RF components necessary to implement a spread

spectrum communications system in the 2.400 - 2.483 GHz band. It is capable of transmission

rates of 1, 2, 5.5 and 11Mbps in a null-to-null bandwidth of 22 MHz. It is designed for packet

communication and includes a baseband processor that controls preambles and headers. It uses

direct sequence spread spectrum (DSSS) technology. Media access control (MAC) is provided

by a Z80180 microprocessor.

The I-IFA3860B baseband processor controls the preamble and header generation, modulation

and demodulation, spreading and de-spreading, and digital interfacing of the PRISM system.

The preamble and header are always transmitted using differential binary phase shit_ keying

(DBPSK) at 1 bit per symbol while the data can be transmitted in one of several different formats

with up to 8 bits per symbol. One of the most significant factors concerning the preamble and

header is that they total 146 to 322 symbols and are always transmitted at 1 Msymbols/sec

regardless of the symbol rate of the data.. The data symbol rate for the PRISM is

1 Msymbols/sec. for the 1 and 2 MBPS data rates, and 1.375 Msymbols/sec, for the 5.5 and 10

Mbps data rates. Thus increasing the data symbol rate has no impact on the transmit time

required for the preamble and header.

The PRISM chip set can have an 11- to 16-bit spreading sequence depending on the version used

and the user settings. However, 16 bits is insufficient to provide adequate isolation between

CDMA users. The PRISM system is thus not capable of implementing a useful CDMA protocol

for this application. The PRISM is capable of operating in 3 non-overlapping 22 MHz channels

within the total 83 MHz operating band. This allows the implementation of a 3-channel FDMA

scheme. The radio is designed to operate as a packet radio and thus is also well suited for the

implementation ofa TDMA protocol. A combination TDMA/FDMA protocol will provide even

more flexibility and was chosen for implementation in the prototype system. [1]

Several protocols for establishing a TDMA system have been proposed or implemented. Many

of these protocols are wholly inappropriate for this application. These protocols include

ALOHA or Slotted ALOHA, token ring, and carrier sense multiple access (CSMA) or ethernet.

For continuous communication with fixed data rate requirements, the most efficient TDMA

protocol will include fixed and allotted time slots. Each user (transceiver) will be allocated a

specific slot in a TDMA time frame in which to transmit its data. For reliability, monitoring and

interconnection with other voice systems, the TDMA system will include a Central Controller

through which all communications will be conducted. The Central Controller (CC) will be a set

of up to three (3) transceivers each operating in its own frequency band. The CC will receive

transmission from every user transceiver, combine the voice signals and transmit the combined
voice communications back to each transceiver. Also, the transmitted frame from the CC will be

used to establish the starting time for each TDMA frame.

The most obvious first approach to TDMA implementation for voice applications is for each

transmitter to take each voice sample and form a packet that is then transmitted during a

prescribed timeslot. Since sampling is intended to have an 8 kHz rate, then there is 125
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microsecond(its) betweeneach sample.However, the minimum preamble/headersize for a
packetis 146Its. Therefore,this methodwill not work.

Multiple samplesof the audioinput mustbesentin a singlepacketto increasethetime between
packetsand the amount of data sent per preamble/header. Storing multiple samplesfor
transmissionintroducesdelayinto thecommunicationschannel.A delayof 20 - 30 milliseconds
(ms)or evenlongerisgenerallynot noticeablein mostvoice communicationsystems.However,
one of the goals for this system is full feedbackof the audio signal to the usersear for
confirmationof operation.Delayedfeedbackof auditory informationto thespeakerof over20 -
50 ms hasbeenshownto causespeechandconcentrationproblemsfor the speaker. Thus,the
feedbackdelaywill bekeptwell under20msto avoidtheseproblems.

A maximum auditory feedbackdelay of 5-6 ms was chosenfor the prototype system;longer
delaysmay be testedin the future. Sincethe transmissionand receptionof the datawill each
introducea delay,thenthe delaydueto storageof samplesmustbeno greaterthan2.5 ms. To
allow for processingdelays,2 ms was chosenasthe storagetime for eachpacketof data. A
storagetimeof 2 ms is equivalentto storing16samplesat an8 kHz ratefor eachpacketof data.

Sixteensamplesusing 8-bit pulse-code modulation (PCM) results in 128 bits of data for each

packet, if rate ½ FEC is used, then the data will be 256 bits (512 bits for 16-bit PCM). At the 1

Mbps data rate the number of bits per symbol is 1 and therefore a packet with preamble, header

and 256 bits of data is a minimum of 402 symbols or 402 Itseconds. There is 2 ms in each frame

and thus 4 TDMA time slots can be implemented in a single frequency channel. Table 2-1

shows the packet size and maximum number of users possible for each transmit data rate.

Preamble synchronization lengths of 80 and 128 symbols (146 and 194 symbol preamble &

header) are considered. The 128 symbol synchronization length is the minimum suggested for

use with antenna diversity and is the required length for the IEEE 802.11 standard. The data

packet is assumed to be 256 bits The results in parenthesis assume 512 bits per packet (16

samples ofl6-bit PCM with rate ½ FEC). The actual prototype uses 14-bit PCM padded to 16

bits using the 14-bit analog-to-digital converter s included on the DSP= card used.

Data

Rate

(Mbps)

Symbol

Rate

(Msym/sec)

Synch.

Length

(symbols)

80

128

Packet

Length

(symbols)

402

450

Packet

Time

(lasec)
402

450

2 1 80 274 274

128 322 322

5.5 1.375 80 210 192.55

128 258 240.55

11 1.375 80 178 169.3

128 226 217.3

)-Data packet assumed tobe 512 b_s = 16 samples × 16 bit_sam

# TDMA Slots / Freq.

50 Symbol
Minimum Guard Band

4(3)

4(3)

7(4)

6(4)

10(8)
8 (6)

11(10)

9(8)

_le x 2

4(2)

4(2)

6 (4)

5(4)
8 (7)

7(6)

9 (8)

7(7)

Table 2-1. TDMA Slot Analysis
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The TDMA slots in operation require guard bands (time) in order to assure no overlapping

transmitted signals. The guard band was chosen to be 50 symbols to allow for the propagation

(maximum of 3 mile range), timing and shut down periods. The addition of these guard bands

increase the TDMA time slot requirements and consequently reduces the number of allowable

users in each frequency band. The numbers of available TDMA slots with guard bands are listed
in the final column of Table 2-1.

The HFA3860B Baseband included in the most recent PRISM chipset accomplishes the DSSS

acquisition. The HFA3860B uses a parallel correlator to detect the 11-bit PN sequence (Barker

code) used to spread the signal in the header and preamble. The timing and phase of the received

signal is detected and used to synchronize the serial correlators used in data decoding. To

improve the signal-to-noise ratio (SNR) for detection the aequisition process uses the average of

15 received symbols. The de-spreading by the correlators improve the SN'R by 10log(11) = 10.4

dB. The averaging improves the SNR by another 11.7 dB to ensure reliable PN detection and

accurate timing and phase information. Detailed information on the HFA3860B can be found in

the Harris data sheet "HFA3860B Direct Sequence Spread Spectrum Baseband Processor." [2]

The preamble SNR is improved by 10.4 dB by the de-spreading of the PN code, the same as for

data demodulation. However, the preamble SNR is improved during acquisition by an additional

11.7 dB above that of the data demodulation by averaging. If the received signal level is

sufficient to provide a high enough SNR for reliable data demodulation, then the SNR will be

more than 10 dB higher for acquisition and thus reliable acquisition will be achieved. Therefore,

the reliability of the communication and link budget analysis will be determined by the bit error

rate (BER) of the data demodulation.

3. LINK BUDGET AND OPERATING RANGE ESTIMATES

The initial link budget for this implementation of the full duplex, spread spectrum system relies

heavily on the receiver sensitivity specifications in the Harris PRISM MACless DSSS Radio

HWBll51 User's Guide [1]. The receiver sensitivity is given for each possible data rate and are

listed in Table 3-1. The specification lists the minimum received signal level to achieve 8%

packet error rate (PER) assuming a packet size of 1000 bytes. Assuming random bit errors (not
bursty), this is equivalent to the minimum received signal level for a bit error rate (BER) of 10 "5.

Transmitter Data Rate and Modulation Receiver

1 Mbps DBPSK -89

2 Mbps DQPSK

5.5 Mbps CCK ..

11 Mbps CCK

Table 3-1.

Sensitivity

dBm

-86 dBm

-86 dBm

-83 dBm

MACless PCMCIA PRISM Receiver Sensitivity (8% PER)

According to the Harris data sheet for the HFA3860B Baseband Processor (used in the newest

versions) [2], the observed errors occur in groups (i.e. burst errors). The 1 and 2 Mbps modes
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had errors in groups of 4 and 6 bits due to the differential decoding and de-scrambling error

propagation. The 5.5 and 11 Mbps CCK modes had errors in symbols of 4 and 8 bits,

respectively. These burst errors will be extended if the de-scrambler is used. An 8% PER over a

1000 byte packet translates into a 4 × 10 -5 and 8 x 10.5 symbol or burst error rate for bursts of 4

and 8 bits, respectively.

The receiver sensitivities given in Table 3-1 can be used to estimate the range of operation for

the communications system. The version of the PRISM currently being used has a transmit

power Pt of 18 dBm. An external amplifier is being considered which will bring the transmitter

power up to 27 dBm (1/2 Watt). If all values are expressed in decibels (dB), then the transmit

power Pt and receive power Pr Can be related by P, : P_+ G t + G, - Le - FM where Gt. ,. =

transmitter, receiver antenna gain in dB, Lp = propagation loss in dB, and FM -- the designed

fade margin in dB.

There is no set level for the fade margin that will compensate for all signal variability in signal

level. Rather, the fade margin provides a measure of protection. A larger fade margin improves

the likelihood of compensation for the variability and hence the reliability of the link. In a Harris

application note "Tutorial on Basic Link Budget Analysis" [3] the authors suggest the fade

margin be 20 - 30 dB, even for this spread spectrum system. However, in a clear, unobstructed

outdoor environment, the fade margin may be reducible to 10 - 15 dB.

The propagation loss L r is highly dependent on the environment in which the system is

operating. In free space,

Lp = L_ = 201og(4Td)A)

where D = the transmit distance and 2 = the wavelength. However, if the antennas are

outdoors close to the ground, then the plane earth model for propagation is more appropriate.

Lp = Lp, = 20log hr

where h,: = the height of the transmit, receive antenna. The plane earth model is more accurate

whenever

D > 4nh'h_/_ 2 .

Models for indoor communications are widely varied and highly dependent on room sizes,

building construction and orientation of the antennas. The authors of the Harris application note

[3] suggest a simple and conservative estimate for indoor communications. Their model uses

free space communication for up to 20 feet and then 30 dB attenuation for each additional 100

feet. This model probably assumes an office environment consisting of individual offices and

conference rooms. Thus much of the propagation loss is likely to be walls, furniture and other

obstructions.

V

V
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The environment for indoor communications required at NASA will likely include large

processing room or high bays. While the room will be larger than a typical office, a high-bay

will likely contain many large metallic objects and structures which will translate into increased

multipath and attenuation. Therefore, the model proposed in the Harris application note will

suffice for initial designs. Tests of the prototype system in a working environment will be

required to ascertain the multipath effects and propagation models to be used.

The maximum operating ranges for outdoor and indoor environments can now be calculated

using the receiver sensitivity, link budget equation and propagation models. A relatively modest

fade margin of 10 dB will be assumed for this prototype analysis. Maximum operating ranges

are listed in Table 3-2 as a function of antenna heights and transmitter power. The 18 dBm

transmit power of the Harris PCMCIA version of the PRISM and the 27 dBm output of a ½ Watt

amplifier are depicted in the table. An antenna height of 5 feet is assumed for the mobile unit

carried by a person. The base or central controller antenna height is varied.

Antenna Height (ft.)
Mobile Base

Maximum Range (it.) +i8 dBm
ModelOutdoor Indoor Outdoor Indoor

5 5 942 Plane 138 1879 Plane 178

5 10 1158 Free 2658 Plane 178

Free5 15 1158

5 20 1158

Plane = plane earth outdoor model,

138

138

Maximum Range (ft.) +27 dBm

Model

3255 Plane 178

Free 138 3758 Plane 178

5 25 1158 Free 138 4202 Plane 178

Free = free s)ace outdoor model

Table 3-2. Estimated Operating Ranges for Prototype System

The results in Table 3-2 indicated several important facts. First, outdoor maximum operating

range will ultimately be limited by plane earth propagation. Increasing the base or central

controller antenna height will increase the range of operation, but it will limit the mobility of the

system. The ½ Watt transmit power and 25 ft. base antenna resulted in a maximum range of 0.8

miles. The indoor propagation model used resulted in an operating range of less than 200 It.

even for ½ Watt transmit powers. This model is expected to be overly conservative for operation

in a high bay and testing is suggested.

4. FORWARD ERROR CORRECTION

Many voice communications use a minimum or no forward error correction. Speech
communications is rather tolerant to random and burst errors and thus FEC is not implemented.

However, there are two factors that make an analysis of FEC for this system necessary. First,

this system may be used in mission critical or safety-related operations where clear

communications is required. Second, one possible extension of this system is the overlay of data

on the voice network that requires higher reliability than voice. For these reasons, an analysis of

error correction techniques and capabilities was conducted.

",,....j
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The TDMA protocolselectiondescribed previously resulted in voice data packets of 128 to 256

bits depending on whether 8-bit or 16-bit PCM encoding is used. These relatively small data

packets will be subject to burst errors due to the modulation, scrambling and detection of the

transmitted symbols. The 11 Mbps mode of the PRISM chipset is the likely operating mode of

the prototype system to maximize the number of users. This mode is characterized by 8-bit burst

errors; longer if scrambling is used. A single burst error in a 256-bit packet lowers the average

bit error rate of the packet to about 0.016. This burst error will result in a very brief noise burst

in voice communication, but is unacceptable for data communications.

The TMS320C54x signal processor has been designed to facilitate the decoding of the

eonvolutional codes using the Viterbi decoder. Efficient implementation algorithms have been

designed and estimates of the processing time required to decode blocks of data using the Viterbi

decoder have been provided in application notes. Block codes can provide the burst error

protection desired, but these codes generally have fixed lengths that limit the flexibility and

reduce the efficiency of the system. Therefore, convolutional coding with Viterbi decoder was

selected for the prototype system.

Convolutional codes are well suited to provide increased reliability in the presence of random bit

errors during transmission. Interleavers will be used to distribute the burst errors to make them

appear more like random bit errors. Interleavers require less processing and memory storage,

and are more flexible than other approaches such as concatenated codes or specially designed

burst error correcting convolutional codes. [4] Interleavers for this effort were assumed to

distribute burst errors over the entire length of the coded data packet.

Encoding a packet of data using a convolutional code with k inputs, n outputs and memory

length m requires the encoding of kxm additional input zeros in order to "complete the code".

[4,5] The number of added output bits to the packet after completing the code is nxm bits and is

often referred to as the "tail" of the encoded packet. For example, if 100 bits were encoded using

a rate 2/3, memory length 4 convolutional code (m = 4, k = 2 inputs and n = 3 outputs) then the

number of bits in the encoded packet will be 100 × 3/2 + 3 × 4 = 150 + 12 = 162 bits. This
makes the effective rate of the code 100/162 = 0.62.

For analysis purposes, it is assumed that the burst errors are randomly distributed over the entire

packet by the interleaver and thus are effectively modeled as an increase in bit error rate for the

packet. For example, a burst error of length 8 in a 162-bit packet will result in an average of 4

bit errors in the packet. The simulation models the burst error after interleaving as random

probability of bit error (bit error rate) or 4/162 = 0.025.

Simulations were conducted to quantify the effects of the burst errors on short packets with

eonvolutional codes. A Viterbi decoder was simulated to decode convolutionally encoded

packets with randomly occurring burst errors. The length of the burst errors was chosen to be 8

bits to correspond to characteristics the 11 Mbps mode of the Harris PRISM without data

scrambling. The simulations were conducted on packets of 128 and 256 data bits (before

encoding) to bound the expected range of data bits for 16 samples of voice data (8 to 16-bit

V
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PCM). For easy comparison to decoding with random bit errors, the simulations were conducted

as a function of the average bit error rate of the system.

The results of the simulations for rate 1A convolutional codes with a memory length of 2

(constraint length K of 3) are shown in Figure 4-1. The abbreviations in the legends are defined

as follows: NB = no burst errors (random only), 8B = 8-bit burst errors, Est -- analytical estimate

of 8-bit burst errors assuming only 1 burst error per packet, and BK = the length of data

(uncoded) in the blocks. The simulation results demonstrate that the burst errors significantly

degrade the performance of the Viterbi decoder for short packets. Longer packet lengths have

better (lower decoded BER) performance. However, the convolutional code and Viterbi decoder

still provide a significant BER improvement even at short constraint lengths. Longer codes

provide lower decoded BER at the cost of greater processing and memory requirements.

I

Constraint Lena_h K= 3

1.00E+O0

1.00E-01
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1.00E-03
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1.00E-09

1.00E-06 1.00E-05 1.00E-04 1.00E-03 1.00E-02 1.00E-01

C-_rmel Average Bl_t

--o--NB, Bk=128 --o-- 8B, I_=128 +NB, Bk=256 + 8B, Bk=256]

t_, EstBk=128 t3 EstBk=256

Figure 4-1. Viterbi Decoder Performance vs. Burst Errors and Short Blocks

Implementing the Viterbi decoder on the TMS320C54x series DSP is simplified through a

special function designed especially for this decoder. Key algorithms are found in a TI

application report "Viterbi Decoding Techniques in the TMS320C54x Family." [6] Further

explanation is available in the "TMS320C54x DSP Reference Set, Volume 4: Application

Guide" in Section 7.2. [7] Also, a complete Viterbi decoder assembly code and application

report [8] is available for the earlier TMS320C5x processor. The 'C5x processor does not have

the 'C54x special instruction, but the memory handling and processing algorithms are similar.

AlI the TI application notes and source listings discussed here are available on the TI web pages

at "http://www.ti.eom/sc/docs/apps/dsp".

The TI application report "Viterbi Decoding Techniques in the TMS320C54x Family" [6] also

provides benchmarks for determining the processing speed (in MIPS) required to implement a
Viterbi decoder. This benchmarks considers, the code rate R, constraint length K, code

puncturing rate PR, frame size FS before coding (# data bits) and the number of frames per
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secondFR The benchmarks for rate ½ convolutional codes with various constraint lengths were

calculated. Recall that the frame period was calculated as the time required for 16 samples at

8,000 samples per second. Therefore the frame rate is 1/(2 ms.) or 500 frames per second. For

16-bit PCM, the frame size will be 256 bits. The calculated benchmarks are listed in Table 4-I.

Code Rate, R

½
Constraint Len_h, K

3

½ 5

½ 7

½ 8

Required MIPS
3.9

7.84

24.0

45.0

Table 4-1. Benchmarks for Viterbi Decoder on TMS320C54x

The benchmarks in Table 4-1 reveal that even a convolutional code with constraint length as

high as 8 can be implemented on a TMS320C54x with a clock speed of 60 MHz. Note that the

K = 8 code is the defacto (2,1,7) convolutional code used in many applications including satellite

and mobile communications, often concatenated with a Reed-Solomon code for combined burst

and random bit error protection.

For voice communications alone the FEC algorithms may be used to increase the operating range

and reduce noise at longer operating ranges. A rate ½ convolutional code can provides

significant error reduction for the short packets in the presence of burst errors (implemented with

an interleaver). For voice communications, constraint lengths as low as K = 3 will provide

significant improvements, while longer constraint length codes will be required for high data

reliability applications.

5. CONCLUSIONS AND DISCUSSIONS

The prototype full duplex, spread spectrum voice communication system specifications are:

• Data Rate:

• Voice Coding:

• Packets:

• Frame Rate:

• TDMA Slots:

• Frequencies:

• Maximum Users:

11 Mbps

14-bit PCM (padded to 16 bits) at 8,000 samples per second

16 samples = 256 bits

1 / 2 ms = 500 Hz

9 slots (8 users, 1 CC) per frequency (0.22 ms per slot)

3 frequency bands

24

The prototype system will initially be implemented without forward error correction. If test

results warrant or data transmission is added to the system, the FEC can be added at a later time.

If rate ½ FEC coding is added, then the packets size will increase to 512 bits, the number of

TDMA slots per frequency will reduce to 8 (7 users, 1 central controller), and the maximum

number of users will reduce to 21.
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Theprototypesystemcurrentlyunderconstructioncan provide full duplex voice communication

for groups of up to 24 people. The system will have 3 frequency channels that can be configured

for 3 separate talk groups of up to 8 users or combined into a single 24-person talk group. The

system can be operated with open microphones, push-to-talk or combinations of open and push-

to-talk users. Potential applications include Ad Hoe wireless communications, remote

communication where other radio systems do not exist, and transportable communications. The

full duplex system is currently configured to be a standalone communication system.

This system can be extending by interfacing the central controller to other existing

communication systems such as the Operational Intercommunication System - Digital (OIS-D),

or T1 (or T3) wired or wireless links. The wireless operating range can be extended by

increasing the transmit powers or raising the height of the central controller's antenna. More

time slots can be made available by using rapid acquisition techniques such as SAW filters [9],

or by reducing the data rates required for voice communication through vocoders such as [10].

Future versions of this system can employ advanced channel management techniques to allow

more users to share the existing time/frequency slots and thus increase the number of users.
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ABSTRACT

The objective of this project is to develop a autonomous umbilical mating for the mars

umbilical technology demonstrator. The Mars Umbilical Technology Demonstrator

(MUTD) shall provide electrical power and fiber optic data cable cormeetions between
two simulated mars vehicles. The Omnibot is used to provide the mobile base for the

system. The mate to umbilical plate is mounted on a three axis Cartesian table, which is
installed on the Omnibot mobile base. The Omnibot is controlled in a teleoperated

mode. The operator using the vision system will guide the Omnibot to get close to the

mate to plate. The information received from four ultrasonic sensors is used to identify the

position of mate to plate and mate the umbilical plates autonomously. A successful

experimentation verifies the approach.
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1. INTRODUCTION

The goal of this project is to design and implement a smart umbilical with a connect and

re-connect capability with remote interface verification. The ability to quickly and reliably

mate and de-mate umbilical connections under automated control is needed in flights to

mars [ 1 ]. After review of mars reference mission [1], three umbilicals (i) electrical

power/fiber optic data cable umbilical; (ii) mars rover cryogenic servicing umbilical; and

(iii) contingency in-situ propellant production water supply umbilical were identified. The

electrical power/fiber optic data umbilical is mission critical since it must provide

immediate power to the hab/crew vehicle and was chosen for a technology demonstration

project.

The Mars Umbilical Technology Demonstrator (MUTD) shall provide electrical power

and fiber optic data cable connections between two simulated mars vehicles (cargo

vehicle and hab/lab vehicle) spaced 100 meters apart. The MUTD shall deploy 100

meters of electrical and fiber optic cables from the simulated hab/lab to the simulated

cargo vehicle. The MUTD shall align the surface and the vehicle umbilical plates and

parallel mate the connectors in an accurate manner.

The Omnibot mobile base system [ 12] at automated ground support system laboratory at

Kennedy Space Center will provide the mobile base for the MUTD. The Omnibot is

controlled in a teleoperated mode. The umbilical plate is mounted on a three axis

Cartesian table on the Omnibot. The table is used to mount the two umbilical plates.

The problem of automated umbilical mating can be divided into two subproblems, global

and local positioning. The global positioning is defined as when the two umbilical plates

do not have any vertical common projection on each other, and the problem is to bring

them close enough such as they do. If two plates have any common vertical projection

on each other, the problem to mate them from now on is refereed to as the local

positioning.

For global positioning, a teleoperated mode of control is used to move the Omnibot such

that the umbilical plates are in local positioning zone. The operator uses vision feedback

to command the Omnibot during global positioning and bring the mate in plate to about

14 inches from mate to plate. The work explained in this report will concentrate on the

local positioning problem.

The umbilical mating is performed autonomously during local positioning. During local

positioning , the position and orientation of mate to plate needs to be determined.

Ultrasonic sensors are used to find the position of mate to umbilical plate. At current

stage, the project requirement is to have a system functional at Kennedy Space Center.

Therefore, the mars environment is not considered.

To identify the position of the plate to mate to, four ultrasonic sensors are installed in the

four corner of mate in plate as shown in figure 1. The sensors are numbered clockwise. V
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Ultrasonics sensors are used extensively in mobile robots [2-7] applications. Sonar

sensing, is cost effective, relatively quick in response, processing is not time consuming,

and can cover wider distance range. The edge 1 (El) is defined across sensors 1 and 2 as

shown in figure 1. The following steps outline the procedure for local positioning of

autonomous umbilical mating:

1. Obtain raw distance data d_ , d 2 , d3, and d 4 from the four ultrasonic sensors

2. Filter and separate the data according to constraints

3. Engage and apply least square estimation procedure to obtain the line segments

4. Based on the obtained edge position, the manipulator on the Omnibot is

autonomously moved to align two umbilical plates and mate them successfully ( ie. all

four edges of the two plates line up and connect with each other).

E4

El

2

3

©

E3

E2

Figure 1. Location of four ultrasonic sensors

This report summarizes the work completed during the summer of 1999. The use of

ultrasonic sensors is detailed in Section 2. Section 3 discusses the determination of plate

position using the four ultrasonic sensors. The experimental set up and results are

presented in Section 4. The discussions and conclusions are presented in Sections 5 and 6,

respectfully.

2. ULTRASONIC SENSORS

The ultrasonic sensors work on the principle of sound. Sound is a sequence of waves of

pressure which propagates through compressible media such as air or water. Sounds can

propagate through solids as well, but there are additional modes of propagation. During

their propagation, waves can be reflected, refracted, or attenuated by the medium. A

relationship between density and pressure, affected by temperature, determines the speed

of sound within medium. The viscosity of the medium determines the rate at which sound

is attenuated. For many media, such as air and or water, attenuation due to viscosity is

negligible. More information about ultrasonic sensors and their properties are found in

[9,10].

The ultrasonic sensors could be used to measure and detect distances to moving objects,

impervious to target materials, surface and color; solid -state units have virtually

unlimited, maintenance-free lifespan; detects small objects over long operating distances,
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and resistant to external disturbances such as vibration, infrared radiation, ambient noise

and EMI radiation. Ultrasonic sensors are not affected by dust, dirt or high-moi_re

environments.

The effect of temperature change [11] that should be considered in calibration is indicated

by

ADC = 0.0019 x D × AF (2)

where ADC is the apparent distance change, D is the distance from transducer to target in

inches, and AF is change in temperature in Fahrenheit.

The ultrasonic waves transmitted by the piezoelectric ring have approximately a cone

shaped band [11]. The distance is calculated based on time of flight. To calculate the

distance more accurately the sensor needs to be modeled. An approximate mathematical

models for the ultrasonic sensors are shown in figure 2. The desired distance Di

depends on the incident angle 0 and sensor beam angle 13. Assume 0 _>13 as shown in
2

figure 2a. The desired distance is calculated by

d, cos(O - _)

O_ _ z (3)
cosO .

The angle 0 can be calculate by the law of cosines and sine's by

x = = s az+ 6]--2Sd6 a cos(2- fl) (4)

V

and

_d _ X

P
sin 0 sin(2- 2-)

(5)

Otherwise if 0-< ,8 as shown in figure lb , the
2 '

determined by

The desired D i is then calculated by

(_ d _ Sd

sin 0 sin n-
2

d i
O i -

¢osO

incident angle 0 needs to be

(6)

(7)

V
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Based on the distance information,

plate during local positioning by

it is determined which sensors are engaged with the

D, - D s <_D, (8)

where Di is the distance calculated from the ith sensor, Ds is the shortest distance read

by any sensor, and Dt is the threshold distance. If equation (8) holds for the ith sensor,

the ith sensor is considered to be engaged.

d, D_

Figure 2a. Ultrasonic mathematical model:

dl Di d2 D2

i,_ t,fi/,!/ /,, /
 io; / I!I /

Sd

R
Figure 2b. Ultrasonic mathematical model: 0 -< _--

2

3. POSITION DETERMINATION OF THE UMBILICAL PLATE

As was indicated earlier the position and orientation of mate to plate needs to be
determined. It is assumed that the orientation is known and fixed. The position of the

plate to mate to is calculated based on identifying the edge feature of the plate. The

procedure to determine the edges of the plate depends on which sensor is engaged as

shown in the flowchart in figure 5.

Possible situations when one sensor is engaged are shown in figure 3. For this scenario

the motion depends on which sensor is engaged. For example, if sensor 1 is engaged as

shown in figure 3a, the strategy to engage four sensors are to move in the positive z-
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direction(up) to engage sensor 4. Then, the plate is moved in the negative x-direction (left)

until all four sensors are engaged. v

! I

I I

J°'°l
X

0 01 ,
0 01.....

i

I

I

!

i

!

l

!

....... J

(a) Co) (c) (d)

Figure 3. Possible situations when one sensor is engaged

As shown in figure 4, four possibilities also exist for two sensors to be engaged. The

strategy to move such as to engage four sensor depends on which two sensors are

engaged. For example if sensors 1 and 2 engaged as shown in figure 4a, the motion

command to the 3-axis Cartesian table will be to move in the positive z-direction (up) until

all four sensors are engaged.

With the assumption that there is not any orientation mismatch around the y-axis between

the two plates around the y-axis, the scenario where three sensors engaged should not

happen. In case that happens the strategy is to move the plates closer to each other in the

y-direction and recheck the situation.

r ....... i

i i

! i

X

@ @

I I

' ' ',,.... IQ ol,.......•

(a) CO) (c) (d)

Figure 4. Possible situations when two sensors are engaged

The objective of the approach is to engage all four sensors engaged and move the plates

to about four inches apart in the y-direction as indicated in the flow chart shown in figure

5. At this point the algorithm to find the edges of the plates are initiated.

To identify vertical edges vertical edges E2 and E4 shown in figure 1, the manipulator is

moved in the x-direction until sensors 2 and 3 are disengaged. This position is marked as
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xpos23. Then the manipulator is moved in the negative x-direction monitoring the sensors

until sensors 1 and 4 miss the plate. This position is also marked as xposl4 . All positions

are determined with respect to the home coordinate frame of the table. With the obtained

information one point on both vertical .edges can be estimated. The same procedure is

repeated in the y-direction to estimate a point on the top and bottom edges (El and E3 )

of the plates.

The least square algorithm is used to find the best fit based on the estimated positions.

To estimate a line uniquely, with orientation uncertainty, at least two points are needed.

To obtain the second point the mentioned procedure is repeated.

4. EXPERIMENTAL SET UP AND _SULTS

An experiment conducted to verify the feasibility of the proposed approach. The

objective of this experiment is to align two plates autonomously using ultrasonic sensors

during local positioning. The experimental set up is shown in figure 6. In this experiment

, four Migatron ultrasonic sensors installed in the four comer of mate in plate are used.

The sensors analog output is connected to a multifunction I/O card with 16-bit analog

input. The location of receiving plate is fixed . The dimensions of both plates are

12"x12" with the thickness of 1/8". The plates are made of aluminum The other

umbilical plate is mounted on a three axis Cartesian table on the Omnibot mobile base.

Figure 6. Experimental Set Up

M.J
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A Migatron narrow beam band analog ultrasonic sensor mounted in a self-contained

barrel housing is used in this project. It is powered by 20-30 VDC and is reverse polarity

protected. The frequency of operation of the sensor is 212 kHz for the 4" to 40" range.

The 0-10 VDC analog output of the sensor is connected to 16-bit resolution Versalogic

I/O card. The sensor output can easily be scaled over range of 4"-40" by adjusting the

zero and the span control.

The Omnibot mobile base [12] is controlled remotely by a operator using a control

box. A joystick, an RF transmitter, and number of switches (power, low/high speed, E-

stop, and a deadman) make up the control box. The communication between the control

box and the mobile base computer is established using an RF modem. The STD-32 star

multiproeessing computer system is used to control the wheels of the mobile base and the

3-axis Cartesian table in conjunction with a motion controller. The software program is

written using C language on a DOS operating system platform. The operator using the

vision feedback [12] will bring the Omnibot within 14 inches of the umbilical plate .

Then, the operator will switch the system to the autonomous mode from the command

base.

The program is written to perform the autonomous mating based on the flow chart shown

in figure 5. The four sensors are engaged and the plate edges determined as described in

Section 3. The edges are estimated within _+0.05 inches by using only one point on each

edge. By repeating the edge finding for 10 times, the edges can be estimated within

_+0.042 inches. We considered the improvement to be minimal and decided to perform the

autonomous aligning based on one point.

5. DISCUSSIONS

Other sensors like vision and laser range finder could have been used for this project.

The objective of the visual sensing is to locate the receiving umbilical plate using

appropriate features. Edge detection techniques could be used to determine plate

location in 2-D space. Problem with using vision system is that natural lighting and

shadows can distort the information received. The alternative to overcome this problem is

active techniques of acquiring images. Images may be acquired by active techniques like

ultrasound and laser projection. The ultrasonic sensors are simple to use, provide wider

view, and more cost effective. For the future work, considering mars environment, the

same approach can be implemented by using the laser sensors.

In the final stage of the project, there will be a passive compliance build into umbilical

plate with guided cones. This arrangement will insure to avoid excessive forces during

umbilical plates mating and insure the proper alignment. As experimentation showed the

umbilical plates are aligned within 0.05 inches. Being able to align the plate this accurately
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meanstheguidedconeswill be small. The passive compliance will also be designed to

take care of couple of degree of orientation misalignment in the system.

6. CONCLUSIONS

As was mentioned earlier, the positioning problem of mars umbilical technology

demonstrator was divided into global and local positioning control problems. The

teleoperated controlled Omnibot [12] provided the solution for the global positioning.

my main emphasis was autonomous local positioning which is the main contribution made

during the summer of 1999. The system hardware and soflware platform for local

positioning was designed and implemented. The approach verified successfully by

experimentation and achieved the goal of autonomous local positioning within

specification. As was indicated in the introduction, the ultrasonic sensors are extensively

used in mobile robot application for collision avoidance. To the best of the author

knowledge, there is not any previous work using the ultrasonic sensors for the fine

positioning as explained in this report.

For future work, the following tasks are to be completed for this project: (i) Integrating

the three axis Cartesian table hardware and software with Omnibot mobile system

hardware and sol, ware; (ii) Checking the overall positioning system;(iii) Applying

experience gained and concept to the mars environment. Another possible application of

this work is automated umbilical mating for the shuttle launch. Umbilicals represent a

significant portion of the infrastructure and operational costs associated with launch

vehicle turn around. The ability to quickly and reliably mate umbilical connections under

automated control would reduce the time and labor hours required preparing for launch.
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Abstract
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A frequency sub-band based adaptive spectral subtraction algorithm is developed to

remove noise from noise-corrupted speech signals. A single microphone is used to obtain

both the noise-corrupted speech and the estimate of the statistics of the noise. The

statistics of the noise are estimated during time frames that do not contain speech. These

statistics are used to determine if future time frames contain speech. During speech time

frames, the algorithm determines which frequency sub-bands contain useful speech

information and which frequency sub-bands contain only noise The frequency sub-

bands, which contain only noise, are subtracted off at a larger proportion so the noise

does not compete with the speech information. Simulation results are presented.
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1.Introduction

It is desired to incorporate adaptive noise suppressioninto the communications
equipmenton the Emergency Egress Vehicle and the Crawler-Transporter. In the case of

the Emergency Egress Vehicle, the spectral content of the noise source changes as a

function of the speed of the vehicle and its engine. In the case of the Crawler-

Transporter, the noise a person hears will vary with his location relative to the Crawler-

Transporter and if the hydraulic leveling device on the Crawler-Transporter is being used.

Due to the varying nature of the noise, an adaptive algorithm is necessary for both

applications. Furthermore, the noise frequencies produced by both applications are in the

voice band range, so standard filtering techniques will not work. To remove noise from a

noise-corrupted speech signal; a frequency sub-band based adaptive spectral subtraction

algorithm is developed. In the following sections, a brief overview of spectral

subtraction and its limitations is given, the frequency sub-band based adaptive spectral

subtraction algorithm is described in detail along with the advantage to using frequency

sub-bands, and simulation results are presented and discussed.

2. Spectral Subtraction

Spectral subtraction assumes that noise-corrupted speech is composed of speech plus

additive noise.

x(t)--s(t) + n(t) (1)

Where:

x(t) = noise-corrupted speech

s(t) = speech

n(t) = noise

Taking the Fourier Transform of equation (1),

X(f)eS°X = S(f)e :°s + N(f)e :_ (2)

When no reference microphone is used, the magnitude and phase of the noise are

unavailable when speech is present. The phase of the noise-corrupted speech is

commonly used to approximate the phase of the speech. This is equivalent to assuming

that the noise-corrupted speech and the noise are in phase. The average magnitude of the

noise, ]N(f)l' is usually used to approximate the magnitude of the noise. Since the noise

spectrum will in general have sharper peaks than the average noise spectrum, a multiple,

_, of the average noise spectrum is subtracted. This is done to reduce "musical-noise"

which is caused from these random peaks. Solving for the estimated speech spectrum,

The inverse Fourier Transform yields the estimated speech:

_(t) = 2'{S(/)) (4)
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2.1 Limitations of Spectral Subtraction

When using any algorithm, it is important to understand its limitations and restrictions.

Since the noise and speech have no physical dependence, the assumption that the noise

and speech are in phase at any or all frequencies has no basis. Rather, they can be

thought of as two independent random processes. The phase difference between them at

any frequency has an equal probability of being any value between zero and 2re radians

Thus, the noise and speech vectors at one frequency may add with a phase shift while

simultaneously at a different frequency may subtract with a different phase shift. Thus,

subtracting an assumed in-phase noise signal from the noise-corrupted speech has the

same probability of reducing the particular frequency component of the speech even

further as it does of bringing it back to its proper level. Furthermore, it is almost certain

to cause some distortion in the phase. The amount of error produced at each frequency

depends upon the relative phase shift and the relative magnitudes of the speech and noise

vectors. As noted in [1], for each spectral frequency that the magnitude of the speech is

much larger than the corresponding magnitude of the noise, the error is negligible. For

the consonant sounds of relatively low magnitude, the error will be much larger. This is

true even if the magnitude of the noise at each frequency could be exactly determined

during speech.

3. The Value of Sub-bands

For a given range of frequencies, say zero to six kilohertz, each speech sound is only

composed of some of the frequencies. No sound is composed of all of the frequencies. If

the spectrum is divided into frequency sub-bands, the frequency sub-bands containing

just noise can be removed when speech is present. Furthermore, during speech the power

level of the frequency sub-bands that contain speech will increase by a larger proportion

than the power level of the entire spectrum. Thus, speech will be easier to detect by

looking at the sub-band power change than by looking at the overall power change. This

is especially true of the consonant sounds, which are of lower power, but are concentrated

in one or two frequency sub-bands. By dividing the signal into frequency sub-bands,

frequency bands that do not contain useful information can be removed so that the noise

in those frequency sub-bands does not compete with the speech information in the useful

sub-bands.

3.1 Adaptive Spectral Subtraction Algorithm

Details of the frequency sub-band based adaptive spectral subtraction algorithm are

described in this section. The signal is sampled, windowed with a hamming window, and

zero padded by the same procedure described in [1]. Each time frame of signal overlaps

the previous time frame by 50 percent. An "m" point Fast Fourier Transform is taken,

and the magnitude of the frequency response is separated from the phase angle. The

magnitude response is partitioned into frequency sub-bands as shown in Table 1. The
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rangeof frequenciesin eachsub-bandis chosenin accordancewith the bark scale[2] to
accountfor thehearingcharacteristicsof thehumanear.

Sub-band

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

Start Bin

1

S't'op Bin Number of
Bins

Beginning Ending
Frequency (Hz) Frequency (Hz)

0 388

388 505

505 622

622 - 763

763 904

9O4 1069

1069 1257

1257 1468

1468 1703

1703 1985

1985 2314

2314 2690

2690 3136

3136 3676

3676 4381

4381 5273

5273 6025

17

22

27

33

39

46

54

63

73

85

99

115

134

157

187

225

16

21

26

32

38

,1,5

53

62

72

84

96

1t4

133

156

186

224

256

16

5

5

6

6

7

8

9

10

12

14

16

19

23

3O

38

32

Table l. Frequency Ranges of the Frequency Sub-bands

To key into the communication system, the user is required to press and hold a push-to-

talk button while speaking into the microphone. Thus, it is assumed that speech is not

present when the push-to-talk is not pressed. For each time frame, L, when the push to

talk is not pressed, the signal is just noise.

IX L(kf)[ = INL (kf) t for frequency bins k = 1, ..., m (5)

While the push-to-talk is not pressed, the statistics of the noise are determined, and the

algorithm is initialized The statistics of the noise are updated every nA time frames until

a push-to-talk occurs nA is chosen large enough to provide reliable noise statistics and

small enough to be updated before each push-to-talk The average noise magnitude for

each frequency bin is determined using the sample mean
I1 A

N(kf) = __1 _ NL (kf)] for frequency bin k = 1, ..., m (6)
n A L=I

The power in frequency sub-band v for time frame L is
4_

P_ = _ XL(kf) 2
k=flv

(7)

Where j3v and _,. are the beginning and ending frequency bins for sub-band v. The

average power in frequency sub-band v over the nA time flames is estimated using the

sample mean.

1 na

PA_ = --_-'_PLv for sub-band v = 1, ... , 1"1 (8)
n A L=I
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The standard deviation of the power in frequency sub-band v over the nA time frames is

estimated using the square root of the sample variance.

I 1 n^ p 2av = , ,'_Z(P,w - r_) for sub-band v = 1, ..., rl (9)
tn A - 0 L=,

The threshold proportions for duration and burst speech in each frequency sub-band are

dependent on the standard deviation of the power in that frequency sub-band and

externally adjustable proportions, C_dand C_b.

rdv = (I + ada v) for sub-band v = 1, ..., q (10)

z'b,, = (1 + aba J for sub-band v = 1, ..., r I (11)

Once an average value for the noise is determined, the maximum ratio of noise to average

noise over the sub-band
f N

MRL,, = max [ NL(kf)| for sub-bands v = 1, ...,r I (i2)

over _ N(kf) )k=¢v .... , fly

and the running average of MRLv

AMR = (1-p)AMR +/aMRLv for sub-bands v = 1, ..., rl (13)

are determined

When the push-to-talk is pressed, the algorithm must determine if speech is present

during that particular time frame For each time frame, L, the noise flags for the sub-

bands, 7v, the noise flag counter, Yc, and the noise flag record vector, 7R, are initialized to

the following values:

7v = 1 for sub-band v = 1, ... , q (14)

rc = o (15)
yR(1) = 0 (16)

Then, for sub-band v,

set

if{ [all P_(L, .., L+Sd)> 'cdv PAy] or [all Pv(L-6d, ,., L)> "ca,,PAy]

or [all P_(L-8o, .., L+8o)> "cdvPA_] or [Pv(L)> Tbv PAy]} (17)

vv=o (18)
re = 7c + 1 (19)

yg(yc) = v (20)

Equations (17) through (20) are repeated for sub-band v = 1, ..., q In equation (17), the

time frame shifts, 8_ and 8¢, required for duration speech are based upon the minimum

time duration required for most speech sounds [3, p.62] The time frame shift, 8a, is used

to detect the beginning and ending of speech sounds The frame shift, 8¢, detects isolated

speech sounds. The burst speech threshold proportion, "cb_, stiould be larger than the

duration speech threshold proportion, Zd_; but the time required shorter since bursts

generally have more energy but don't last as long. Equation (17) looks into the future

(ie., P_(L, "", L+Sd)) by processing frames of data but holding back decisions on them for

6d time frames.
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After using equation (17) to check all of the sub-bands, if [(7c>1) or (yR(1) > 14)], the

frame is considered to be a speech frame During speech frames, the ratio of the sum of

noise-corrupted speech to sum of average noise
4v

E XL (kf)
k=flv

RLv = Z for frequency sub-bands v = 1, ..., rl (21)

k=flv

is updated Then, the speech estimate is determined using

SL (kf! = IXL (kf_ - rain [RL_, AMR _](1 +%a_X1 + af y_)N(kf)

for v= 1,..., rl and k ={v,..., I3v (22)

If the magnitude of the estimated speech is less than zero for any frequency, it is set equal

to zero. In equation (22), the proportion of the average noise subtracted is weighted by

the minimum of RLv and AMR_. RLv is large during strong vowel sounds, but small

during weaker consonant sounds. AMR_ is the running average of the proportion needed

to remove all of the noise. This proportion will remove too much speech information

during weaker consonant sounds. The above weights are multiplied by ov to account for

the variation in the noise. The noise flag, 7v, increases the proportion subtracted when

speech is not present in a frequency sub-band

If the time frame is not a speech frame, it is a noise frame. During noise frames,

INL(kf)I=lXL(kf) [ for frequency bins k = 1, ...,m, (23)

and the following values are updated. The maximum ratio of noise to average noise over

each frequency sub-band

NL for frequency sub-bands v 1, (24)
(kf)

MRLv= max - = ...,rl
t,-°ver a t N(k/)
"_--_V, "": ,/_V " '

The running average of MRLv

AMR v = {1-/a)AMR v +/aMRL_ for v = 1, ..., rl (25)

The running average of the power

PAy = (1 -/'/)PAy + flPLv for frequency sub-bands v = I, ..., rl, (26)

and the running average of the noise at each frequency

N(kf):O-la)N(kf)+lxtNL(kf) ' fork = 1, ..., m (27)

Also, the estimated speech signal is set to zero

]SL(k/1:0 for k = 1, ...,m (28)

At this point the algorithm checks to see if the push-to-talk is still being pressed. If it is,

the process is repeated starting at equation (14). If it is not, the algorithm goes back to

the initialization stage, equation (5), to update the statistics of the noise and obtain new

threshold proportions.
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4. Results and Discussion

The algorithm developed in Section 3 was tested using noise-corrupted speech collected

at 1205 K Hz from the Emergency Egress Vehicle [4]. To generate each time frame, the

data was windowed with a hamming window of length 256 points and zero padded to 512

points. Each frame of data overlapped the previous frame of data by 50 percent. The

section of data contained the words, "pond", "key", "so", and "wren" chosen from the list

given in the Diagnostic Rhyme Test (DRT) [5]. Spectrograms of the original signal

containing the noise-corrupted speech and the signal after frequency sub-band based

adaptive spectral subtraction are shown in Figure 1.

5pe_'_ram of O_al $_lnar

5000

0.

!
Spect_ograrn of S_nal Ai_er Specb'al Sub_'ac'tion

5000

5OOO

4000

:_000

1000 I

ol
o

Figure 1.

0

Spectrogram of Original Signal and Signal After Frequency Sub-band
Based Spectral Subtraction

The original signal was pre-filtered [6] to compensate for the effects of the anti-aliasing

filter, which was required for the AfD converter and the power reduction in speech at

higher frequencies [7, p238] The ratio of power to average power in the noise-corrupted

speech signal for frequency sub-bands 7, 13, and 17 is shown in Figure 2 along with the

corresponding long and short term speech power thresholds, the sub-band noise flag, and

overall noise flag for each time frame of the data sequence. As can be seen by the power

of the signal relative to the power thresholds in each frequency sub-band, one frequency

sub-band may contain speech information during a given time frame, while another does

not. Frequency sub-band 7 contains the "on" sound of the word "pond", the "k" sound of

the word "key", and the "o" sound of the word "so" in time frames approximately 50 -

75, 138 - 145, and 230 - 250, respectively. The noise flag for frequency sub-bands 13

and 17 for the same time frames indicate that these frequency sub-bands do not contain

speech information during these time frames. Frequency sub-band 13 contains the "d"

sound of the word "pond" and the "e" sound of the word "key" in time frames

approximately 75 - 85 and 150 - 165, respectively The noise flag for frequency
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Figure 2. Power/(Average Power), Speech Power Thresholds, and Noise Flags for

Frequency Sub-bands 7, 13, and 17, Respectively.

sub-bands 7 and 17 for the same time frames indicate that they do not contain speech

information during these time frames. Finally, frequency sub-band 17 contains the "s"

sound of the word "so" in time frames approximately 220 - 230. The noise flag for

frequency sub-bands 7 and 13 for the same time frames indicate that they do not contain

speech information during these time frames. According to equation (17), the noise in

the frequency sub-bands that do not contain speech information will be subtracted off at a

much greater proportion than the noise in the frequency sub-bands that contain speech

during that particular time frame. This is done to essentially remove all noise in

frequency sub-bands that do not contain speech information while preserving as much

speech information as possible when removing noise from frequency sub-bands that

V
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contain speech information. Comparing the magnitude scales for the different sub-bands

in Figure 2, it is apparent that a very small overall relative power increase occurs for

some of the consonant sounds such as the "s" in the word so. These power increases

would be difficult to detect if sub-bands were not used.

A plot of the noise and average noise as a function of frequency for the final time frame

is displayed in Figure 3. It is apparent that a multiple of the average noise must be

subtracted from the noise in order to remove the spectral noise peak values. Due to the

nature of the noise being considered, these spectral peaks vary in frequency and

magnitude from time frame to time frame. When speech is present, the amount of over

subtraction for frequency sub-bands containing speech information must be limited or too

much of the speech information will be removed with the noise. Figure 4 displays RLv,

MRv, and AMR_ as a function of time frame for frequency sub-band 13.

Frequertcy Response of Ending Average No_,e and Ending NO_Q

ooo 4000 5000 600o

Figure 3. Frequency Response of [Noise] and Average ]Noise[ for Final Time Frame

Max(No_e/Ave(No_e)), Ave(Max(Noise/A_e(Noi_))]. and $um(Signal)tSum_Ave_d_e)} for Subtend 13

' i
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ii
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F_rne Number

MaximumqNoisel/(Average [Noise]), Average Maximum(INoise]/(Average
]Noise[), Sum(ISignall)/Sum(Average [Noisel) for Frequency Sub-band 13

Figure 4.
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The minimum of RLv and AMRv is used to limit the amount of noise removed in a

frequency sub-band when speech is present,

5. Conclusion

Figure 1 demonstrates that the algorithm removes noise from the frequency sub-bands

that do not contain speech information, while preserving the speech information in the

frequency sub-bands that contain speech. Places for improvement in the algorithm

include an estimate of the ratio of noise power to speech power so that the user would not

have to set the parameter, ct; the use of feedback to estimate MRv so that it does not need

to be calculated; and a better estimate of the instantaneous noise when speech is present.

All of these goals can be achieved by using multiple microphones.
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ABSTRACT

This paper describes Project Management at NASA's Kennedy Space Center (KSC) from a strategic

perspective. It develops the historical context of the agency and center's strategic planning process and
illustrates how now is the time for KSC to become a center which has excellence in project management.

The author describes project management activities at the center and details observations on those

efforts. Finally the author describes the Strategic Project Management Process Model as a conceptual

model which could assist KSC in defining an appropriate project management process system at the
center.
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STRATEGICPROJECTMANAGEMENTAT THE NASAKENNEDYSPACECENTER

Jerome P. Lavelle

1. INTRODUCTION

In the past twenty years many types of organizations have felt the pressure to be more responsive to those

parties to whom they are accountable. In the early 1980's it was the Japanese and Germans who forced
American industries to look at their attitude toward customer (internal and external) satisfaction. In the

late 1980's service industries and product producers in nearly all industrial sectors recognized this need.

Later it was the healthcare industry as well as government organizations that heard the call to more

effectively manage the processes that produce utility for their customers (again internal and external).

In the case of the National Aeronautics and Space Administration (NASA) the organizational

"call to action" was clearly heard in the early 1990's. Drivers such as the new congress, vice-president
Gore's re-inventing government initiative, voter expectations for increased accountability and the
Government Performance and Results Act all meant that it was time for NASA to act -- and act it did.

From the early beginnings of the strategic planning process right up to today, NASA has answered the
call, and has firmly rooted itself as the key government entity ready to lead the nation's space program
into the next millennium.

This paper briefly develops NASA and Kennedy Space Center's (KSC) strategic planning

process from the early 1990's to today. It discusses what impact that process has had on the agency and

specifically the center and illustrates how project management (PM) is a natural result of that process at

KSC. It discusses current PM activity at the center and finally concludes with a description of the

Strategic Project Management Process Model (SPMPM) and its uses in the previously developed
strategic environment and context.

2. STRATEGIC PLANNING AT NASA AND KENNEDY SPACE CENTER

Strategic planning is a process whereby an organization evaluates its mission, guiding principles and

overarching raison d'etre and establishes its objectives, goals and plans. This process focuses

organizations on their internal strengths and weaknesses and the opportunities and threats that exist in
their environment. From this, strengths are capitalized on and weaknesses improved, and external

opportunities and threats are recognized. Strategic planning focuses an organization on short term,
medium term and long term goals and plans, and produces action with the organization's resources to be
successful in each of those time frames. When done correctly strategic planning provides a framework

from which every activity that the organization engages in ties directly to achieving its goals. In this way
all decision makers, all workers, and all people in the organization understand how their own work

connects, and has meaning in, the big picture of what the organization is reaching to accomplish.

Strategic planning is a very important organizational tool that has been used by most every major
company in most every industrial and service sector. It is a tool that has been used in hospitals, schools

and school systems, churches, universities, non-profit and community service and many other types of

organizations.
The Government Performance and Results Act of 1993 (GPRA-93) and the National

Performance Review were the federal legislative catalysts that precipitated NASA's movement in the

direction of agency-wide strategic planning. The Act itself was a formal proclamation to all federal

government entities that they need to become more accountable for the nation's resources which they

manage. Table 1, from the GPRA-93, illustrates the findings and basic purposes behind the Act. Findings

in the Act include items such as: waste and inefficiency in programs, insufficient articulation of goals,

and insufficient attention to performance and results; and Purposes include: improve accountability,
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initiate performance reform, focus on results/service quality/customer satisfaction, improve congressional

decision making and overall management of the Federal Government.

Table 1

Government Performance and Results Act 1993, Findings and Purposes [1]

SEC. 2. FINDINGS AND PURPOSES.

(a) FINDINGS- The Congress finds that:

1. Waste and inefficiency in Federal programs undermine the confidence of the American people in the

Government and reduces the Federal Governments ability to address adequately vital public needs;

2. Federal managers are seriously disadvantaged in their efforts to improve program efficiency and effectiveness,

because of insufficient articulation of program goals and inadequate information on program performance;
and

3. Congressional policymaking, spending decisions and program oversight are seriously handicapped by

insufficient attention to program performance and results.

(b) PURPOSES- The purposes of this Act are to:

1. Improve the confidence of the American people in the capability of the Federal Government, by systematically

holding Federal agencies accountable for achieving program results;

2. Initiate program performance reform with a series of pilot projects in setting program goals, measuring program

performance against those goals, and reporting publicly on their progress;
3. Improve Federal program effectiveness and public accountability by promoting a new focus on results, service

quality, and customer satisfaction;
4. Help Federal managers improve service delivery, by requiring that they plan for meeting program objectives and

by providing them with information about program results and service quality;

5. Improve congressional decision making by providing more objective information on achieving statutory
objectives, and on the relative effectiveness and efficiency of Federal programs and spending; and

6. Improve internal management of the Federal Government.

Federal Government agencies across the board have been affected by this legislation and there

has been a true "re-inventing of government" because of it. Table 2 lists federal programs that have

developed case studies from their GPRA-93 initiated strategic planning processes.

Max Weber developed the bureaucratic model of organizational design in the 1940s as a means

for standardization and structure in _co_m!-n__unication, authority, and chain of command [2]. These

principles were meant to lead to a more focused, efficient and effective organization, and at that time

were new and innovative from a organizational design perspective. However, the word bureaucratic

itself has been used most recently in a derisive manner to refer to officialism, red tape, proliferation and

grid lock in organizational systems. The GPRA-93 was meant to address the very worst of that negative

definition.

2.1 STRATEGIC PLANNING AT NASA

NASA's reaction to the strategic planning call was swift and immediate and has been the process through

which the agency has transformed itself under the guidance of Mr. Daniel Goldin, NASA Administrator.

With a budget that is now 0.7% of the federal budget (compared to a flush 5.7% during the Apollo days)

and under 18,000 employees (versus 31,000 in the Apollo days) Mr. Goldin and the NASA management

team has molded today's NASA into a diverse, results and customer oriented modern organization.
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Table3 showsthejourneythatNASAhasbeenthroughto getto today's"better,faster,cheaper"new
NASA.

Table 2

Federal Programs that have developed case studies from their GPRA-93 Initiatives [31

• Inspector General of U.S. Army Audit Agency

• Research and Development Function of the Army Research Laboratory

• U.S. Coast Guard

• Internal Revenue Service

• Department of Veteran Affairs, National Cemetery System
• National Park Service's Denver Service Center

• National Aeronautics and Space Administration

• Department of State Personnel Security/Suitability Division

• Energy Information Administration
• InterAmerica Foundation

• Public Health Service Healthy People Program

• Pension Guarantee Corporation
• National Science Foundation

• Office of Child Support Enforcement

• National Highway Traffic safety Administration

• Environment Protection Agency

• Bureau of Land Management

• Defense Logistics Agency

• Department of Education

• Social Security Administration
• National Weather Service

V

Table 3

Journey to the New NASA [4]

• 1915 Congress establishes National Advisory Committee for Aerospace

• 1958 NASA established as part of the National Aeronautics and Space Act

• Developed reputation as a "can do" Agency; successes include: John Glenn's earth orbits, Neal Armstrong's first

steps on the moon, landing two Viking spacecraft on Mars, Skylab successes, Shuttle development & missions

• Challenger accident, Post Cold-War drift, Hubble problems, lost Mars Observer

• 1993 Government Performance and Results Act, National Performance Review

• Senior Management Group, Strategic Management Working Group

• NASA Strategic Plan, 25-Year Roadmap

• Strategic Enterprises and Center of Excellence concepts

• Emerged as the New NASA; focused on: development not operations, new frontiers not dead ends, leveraging

resources, partnering, and developing value for all stakeholders

Two central concepts that describe the agency from a strategic perspective are Strategic

Enterprises and Centers of Excellence. Strategic Enterprises were established to manage the programs

and activities of the agency that will implement the mission and "be responsible for answering specific

fundamental questions, and satisfy the requirements of NASA's customers." [5]. As given in [5]:
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NASA'sStrategicEnterprisesidentifyatthemostfundamentallevelwhatwedoandforwhom.They focus
us on the ends, not the means, of our endeavors. Each of our Strategic Enterprises is analogous to a strategic

business unit, employed by private-sector companies to focus on and respond to its

customers' needs. Each Strategic Enterprise has a unique set of goals, objectives, and strategies that address

the requirements of its primary external customers. However, each Enterprise must ensure synergy with and

support of the Agency's common goals and the strategies of the other Enterprises.

NASA has established four Strategic Enterprises as follows: Space Science,

Mission to Planet Earth (MTPE), Human Exploration and Development of Space (HEDS), and

Aeronautics and Space Transportation Technology (ASTT).

Centers of Excellence are tied to NASA's physical facilities throughout the United Sates that

implement the programs of the agency. These Centers have been established to improve the effectiveness

and efficiency of the program and to reduce duplication, overlap and administrative overhead in

achieving the goals of the agency. Each physical facility is assigned to lead one or more areas of key

competency within the agency. Together the Centers of Excellence describe the body of core competency

that the agency possesses for use in achieving its goals and leveraging with customers and suppliers. As

in [5]:
Each Center of Excellence represents a focused, Agency-wide leadership responsibility in a specific area of

technology or knowledge. Centers of Excellence are chartered with a clear definition of their capabilities

and boundaries. They are charged to be preeminent within the Agency, if not worldwide, with respect to the

human resources, facilities, and other critical capabilities associated with the particular area of excellence.
Each Center of Excellence must maintain or increase the Agency's preeminent position in the

assigned area in line with the program requirements of the Strategic Enterprises and the long-term interests

of the Agency. The capabilities to support a Center of Excellence can be distributed across multiple

- Centers. These capabilities are available to all of the Strategic Enterprises.

Figure 1 below describes the eleven Centers of Excellence at NASA and their physical location.

40 4'1

NASA Center Excellence
1. Ames Research

2. Jet Propulsion Lab
3. Dryden Flight Research
4. Johnson Space
5. Stermis Space
6. Marshall Space Flight
7. Lewis Research
8. Kennedy Space
9. Langley Research
10. NASA Headquarters
11. Goddard Space Flight

Information Technology
Deep Space Systems
Atmospheric Flight Ops
Human Ops in Space
Rocket Propulsion Test
Space Propulsion
Turbomachinery
Launch/Payload Processes
Structures and Materials

Agency Management
Scientific Research

Figure 1: NASA's Centers of Excellence
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In general, the strategic planning process at the agency level has been directed toward making

NASA: more customer focused, more accountable and more involved with development and resource
activities than with sustaining activities. In short NASA seeks to be the developer and creator of space

technologies and competency. They seek to be the agency that sets and leads the agenda regarding the

how, when, where and why of mankind's exploration and use of space. But at the same time NASA

realizes that this must be done in such a fashion that NASA's constituents are satisfied that the agency is

a productive and efficient organization worthy of taxpayers investments. By getting out of the space

technology management domain and into the space technology innovation domain NASA is taking on

that leadership role.

2.2 STRATEGIC PLANNING KENNEDY SPACE CENTER

Kennedy Space Center's role within NASA has been defined through the agency's strategic planning

process described above. KSC is assigned to the HEDS Strategic Enterprise which means that all

resources, processes, customers and beneficiaries of the output of the center are aligned with human
exploration and development of space. Kennedy Space Center is also NASA's Center of Excellence for

Launch and Payload Processing and the lead center for Acquisition and Management of Expendable

Launch Vehicles, Payload Carriers, Payload Processing and Support. Thus, from a strategic planning

perspective it is clear that Kennedy Space Center exists primarily to be NASA's organizational business

unit that maintains knowledge and expertise in space vehicle (and payload) launch and processing
competency in support of human exploration and use of space.

Strategic Planning at the agency level has precipitated subsequent planning at the center levels of

NASA. These center level plans are required to align with the agency plans in order to achieve overall

agency goals. Center plans, by definition will to be more specific and task oriented because they are more
focused within the overall agency strategic planning process. Kennedy Space Center has responded to

agency plans by developing the KSC Road Map and KSC Implementation Plan [6, 7]. These documents
form the basis of the what, when, where, how and why of how Kennedy Space Center will achieve its

roles within the agency for the next 25 year period.

As management at KSC looks around it finds itself in a very different environment when

compared to 10 years ago. The new environment brings with it "better, faster, cheaper" government and a

stronger focus on accountability, efficiency and research and development. The use of center resources

must to planned, justified, engaged and measured to support of center goals. Tasks must be defined,

budgets must be combed and performance, cost and quality attributes measured whenever center
resources are utilized. Kennedy Space Center's current and future environment is one where project

management (PM) principles can be applied very effectively. Project management seeks first and

foremost to: plan and define work; prioritize how resources are used at the organizational level; schedule

and cost work content; control project parameters to support goal attainment; and create an environment
where success is no accident.

3. PROJECT MANAGEMENT EXCELLENCE

Project management as a body of knowledge has only very recently been organized and promulgated to
the masses, although components of this body have been in use for several decades (centuries). There

exist many definitions of what project management is [e.g. 8, 9, 10]. One of the most recent attempts at

categorizing and defining an aggregate project management body of knowledge is found in A Guide to

the Project Management Body of Knowledge developed by the Project Management Institute (PMI) [11].

Ketzner develops an interesting chronological progression of the use of project management

which ranges from Traditional Project Management (1960-1985), to Renaissance Project Management

(1985-1993), to Modem Project Management (1993-present) [12]. In this chronology, the body of
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project managementknowledgeand its use has maturedsimultaneouslybasedon the needsof
organizationsusingprojectmanagement,technologyandotherdrivingforces.TheTraditionalperiodwas
dominatedby large organizationswhosefocuswas on technicalcompletionand cost,wherevast
resourceswereappliedtoprojects.Firmsin theaerospace,defenseandconstructionindustriesdominated
theuseof projectmanagementin thisperiod.Massiveprogramsmnonmainframecomputersdominated
in thisperiod.DuringtheRenaissanceperiodcompaniesfrom manyindustriesbeganto understandthe
powerof projectmanagementprinciplesfor directingresourcesand achievingtheir goals.Project
managementwasappliedto bothsmallandlargeprojectsalike.Multidisciplinaryteamswerecommon
duringthisperiodandmorefocuswasplacedoncompanydecisionsversusprojectdecisions.Personal
computer-basedprojectmanagementsoftwaregavereadyaccessto sophisticatedplanning,scheduling
andcontrollingtoolsduringthisperiod.Lastly,duringtheModemProjectManagementperiodtherehas
beenuseof increasinglysophisticatedtoolsandtechniquesin projectmanagementby manytypesof
organizations.Companiesusingprojectmanagementtodaydo soat theorganizationalandqualitative
levelsandwanttheir clients,employeesandall stakeholdersto seethevalueof projectmanagementin
doingbusinessthisway.Thisapproachhasspawnedthetermmodern project management as a way of

differentiating it from the way that project management was perceived in the past [12].
What is excellence in project management? In the text In Search of Excellence in Project

Management excellence in project management is defined as "a continuous stream of successfully

managed projects." [12] But what is success? As in our personal lives success is defined individually

and interpreted independently. For organizations, success is the same. Kertzner [12] reports that:

A brewery in Venezuela defines a successful project as one that falls within its predetermined time, cost,
quality and scope limitations. Disney decides project success is fulfilling its time, cost, and safety
requirements, with safety the most important requirement. Brian Vannoni of General Electrics's Plastic
Group defines success this way: "The technical aspects, timing and costs [in the past] were the three critical
areas of performance measurement for our project managers. In today's world, that is not sufficient. We
have to also be concerned with environmental and safety regulations, quality, customer satisfaction and ...
productivity [of] manufacturing operations. So a project now. has at least eight measurables and critical
parameters that we gauge success around."

Kertzner stresses that success in project management, like quality in the production of goods and

services, must be defined by the customer. His list of factors for project success includes: (1) completed

on time, (2) completed within budget, (3) completed at the desired level of quality, (4) accepted by the

customer, (5) resulting in customer allowing contractor to use customer as a reference, (6) with minimal

scope change, and (7) without disturbing the ongoing business of the company.
Table 4 illustrates the phases of project management maturity that organizations may progress

through on their way to creating a project management culture that can produce successful projects.

4. PROJECT MANAGEMENT AT KENNEDY SPACE CENTER

Kennedy Space Center on the whole has had a very mixed use of project management principles. From

Table 4 the organization exhibits characteristics from each of the phases of maturity. Yet has not

completely progressed through any of them. At the center today there is an increased awareness and

visibility of what project management as a discipline and body of knowledge can do to assist KSC in

achieving their goals. In moving toward development and research activities and away from sustaining

the center: will be more task oriented; will require a higher accountability of their fixed resources; and

will need to priority and control driven at the task level. This is an environment where project

management principles can be very effectively applied. Mr. Roy Bridges, KSC Center Director, in his
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July 27 'h 1999 KSC Rollout presentation entitled "Vision, Progress and Challenges" alluded to the fact

that project management can help KSC at the center level prioritize program opportunities given the

current environment of fixed budget and employment resources from the agency. Yet as an center KSC is

just beginning to look at project management from a strategic perspective and to in-culture the need for

excellence in the PM skills throughout the organization.

Table 4

Phases of Organizational Project Mana

........ ] Executive
Embryonic

Phase

Recognize
need

Recognize
benefit

Recognize
applications

Recognize
what must
be done

Management
Acceptance

Phase

Get visible executive

support

Achieve executive

understanding of

project management

Establish project

sponsor

Become willing

to change way
of doing
business

_,ement Maturity [12]

Line Management
Phase

Get line management

support

T

Achieve line

management support

Provide line

management
education

Become willing to

release employees

to project

management

Growth

Phase

Recognize life cycle

changes

Develop a project

management system

Make the
commitment to

planning

Minimize creeping

scope

Select a project

tracking system

Maturity
Phase

Develop a
management cost &

schedule control

system

Integrate cost and
schedule control

Develop an
educational program

to enhance project
management skills

In looking at the project management activities at the center today several key observations can

be made. There is a need for the center to have visibility of all resources engaged in project (or

sustaining) activities in order to react to current opportunities and to plan for future opportunities (at the

program level). It is required then to be able to roll-up the various project activities to provide this

visibility. At the same time it is not completely necessary to establish a single project management office

responsible for managing the life-cycle activities of all of center projects. Project management processes

that are appropriate for the various types of projects undertaken at KSC can be developed and managed at

the office level (where the action is). As an example of the diversity of projects at the center: the LSE

budget involves physical launch site equipment enhancements; new speciai program projects would

involve feasibility and exploration activities; CLCS and other on-going projects need support and close-

out from a PM perspective; new R&D projects involve proof of concept, basic research, product

development and technology creation phases; MM projects involve detailed design and build phases; and

FF projects involve grounds, construction and maintenance activities. Each of these types of projects has

its own activities, phases and requirements, each has varying involvement with contractors,

subcontractors and internal/external units, each has a different involvement of Project Managers (PM)

and Project Management Administrators (PMAs).

Thus as a center it may be appropriate to allow for variability in the PM processes depending

upon the class of project, its over-arching goals and the phases involved in completing the project. From

a strategic perspective, as the center transitions from an operations and sustaining environment to a

research and development environment there is a high likelihood that project diversity will exist.
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However, if after studying the projects conducted at the center a single PM processes can be developed

and administered within a single unit which can roll-up projects for macro-management and also provide

for their day-to-day management then this approach may be appropriate. To get to that point the

following activities may be undertaken:

1. Investigate the various types of projects currently undertaken and planned for the near term.

2. Classify them in terms of their distinguishing characteristics, including most importantly the

overarching goal of the project and likely phases of its life cycle.

3. Be sure to include all potential parties in developing this list of projects and project types.

4. Be sure to include a life cycle perspective of the projects under consideration including the

specific characteristics of the life cycle (who is involved, what is done, etc.).

5. Develop a master list of appropriate local processes for each project classification, be sure to

include all stakeholders (NASA and contractors) in this activity including the ultimate

customer of the project work.

6. Evaluate the relative merits of a single center-wide PM process or a process that allows local
control with a visibility activity at the macro-level.

In following these steps the Strategic Project Management Process Model described in the next

section would be of great value to center.

5. THE STRATEGIC PROJECT MANAGEMENT PROCESS MODEL

The Strategic Project Management Process Model (SPMPM) is a conceptual model to be developed to

assist KSC as it builds appropriate project management processes at the center. On a larger scale the

model will incorporate a scope beyond specific uses at KSC that should add to the body of knowledge in

the general field of project management and thus add to the understanding and effective use of this
important (and growing) field. The model involves three distinct phases as illustrated in Figure 2 and is

developed upon the assumption that not all project management processes are appropriate for all classes

of projects in all environments and for all types of objectives. In the end the model will define and

describe the project management processes which are appropriate for specific classes of projects.

The Characterization phase of the model will delineate all possible differentiating project
variables. These variable will be identified from tactical, strategic, and environmental perspectives (as

well as other), and will be developed from published literature and general specifications of the domains

and characteristics in which project management tools are used. The Capture phase of the model

classifies these general characteristics into meaningful discriminating factors from which groups of

projects can be distinguished. Data from PMI and other discipline resources as well as case data, best

practices and theory will be applied in this phase. Once captured the Prescriptive phase will offer an

output of the particular project management processes and key variables most appropriate for a given
class of projects. In going from the Classification to the Prescriptive phases a rules or knowledge engine

will be developed and integrated. This engine will serve to process the specific requirements of the

captured class of projects to produce the Prescriptive output. The SPMPM would be very appropriate for

organizations developing or establishing new project management processes. It also could be used by

organizations who have currently operational processes as a tool to evaluate those existing PM processes

and offer recommendations for improvement for a higher level of organizational goal attainment.
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Figure 2: Strategic Project Management Process Model

6. CONCLUSION

NASA's strategic planning process has caused a profound change within the agency over the period of
the last 6 years. This process has forced the agency and all of its centers to be more focused, more

accountable, more customer driven, and to do more with less in a "better, faster, cheaper" environment.

At Kennedy Space Center the strategic planning process has lead to the center positioning itself as the

spaceport of choice for government and industry in the United States (and world). Being one of only two

sights from which mankind has launched humans into space the center has great knowledge and expertise
in the checkout, processing and launch of space vehicle crews and payloads. The challenge for KSC is to

build on that knowledge and expertise as space flight changes over the next 50 years. KSC must also

develop the physical infrastructure to support such changes.
As KSC moves to a research and development environment to support its goals, expertise in and

use of project management principles become critical. Now is the time for KSC to look at the project

management processes that will be required to support their overarching goals, to put into place the

organizational structure to support these processes, and develop the necessary skills in the workforce so

that Kennedy Space Center can claim success in project management. The SPMPM will be developed to

provide a prescriptive PM process recommendation when project characteristics are provided. In this
way the model will aid and assist organizations as they develop PM processes to support their

environment and goals. The model itself is currently at the conceptual design stage and will be further

defined and developed as time and interest dictates. This model should be of great use to NASA KSC and

other organizations who are using PM as a vehicle toward organizational excellence.
As a final thought, it is this author's opinion that KSC should aspire to be NASA Center of

Excellence in Project Management. This would involve creating a system for the development of

appropriate project management processes, an organizational structure model to support projects for

visibility at the macro-management and day-to-day management levels, a training/re-training
education/curriculum model for transitioning current workforce skills to include "as needed" project

management skills, and an integrated model that illustrates how PM integrates with the strategic planning

process to create value and success for the organization. Becoming NASA's PM Excellence Center (or

Lead) establishes PM as a priority at the center and seizes agency competency of this critical skill.
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ABSTRACT

To determine how dilution of microbial communities affects the diversity of the diluted

assemblage a series of numerical simulations were conducted that determined the theoretical

change in diversity, richness, and evenness of the community with serial dilution. The results of

the simulation suggested that the effects are non linear with a high degree of dependence on the

initial evenness of the community being diluted. A series of incubation experiments using a

range of dilutions of raw sewage as an inoculum into sterile sewage was used for comparison to

the simulations. The diluted communities were maintained in batch fed reactors (3 day retention

time) for 9 days. The communities were harvested and examined by conventional plating and by

molecular analysis of the whole-community DNA using AFLP and T-RFLP. Additionall, CLPP

analysis was also applied. The effects on richness predicted by the numerical simulations were

confirmed by the analyses used. The diluted communities fell into three groups, a low dilution,

intermediate dilution, and high dilution group, which corresponded well with the groupings

obtained for community richness in simulation. The grouping demonstrated the non-linear nature

of dilution of whole communities. Furthermore, the results implied that the undiluted community

consisted of a few dominant types accompanied by a number of rare (low abundance) types as is

typical in unevenly distributed communities.
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THE EFFECT OF DILUTION ON THE

STRUCTURE OF MICROBIAL COMMUNITIES
Aaron L. Mills

Introduction

Although microbes are capable of growing anywhere even a small amount of liquid water exists,

habitats that contain organic carbon that can be used as an energy source by the microorganisms

will support abundant microbial populations. The inclusion of bioregenerative life support (BLS)

elements (i.e., plant growth systems and bioreactors for waste processing) will significantly

increase the total abundance of microbes in extraterrestrial facilities. For example, bacterial

numbers on the roots of plants within prototype hydroponic systems can be as high as 10 _ cells

g-1 dry wt(3). The potential exists for the communities associated with these systems (e.g.,

biofilms attached to plant roots or hardware surfaces, or mixed populations in the suspended

phase of reactors) to harbor microbes pathogenic to humans or to the plants (14). Management

of microbial communities to minimize the potential for risk to the crew and to the plants to be

used for supporting the crew is an essential component of successful BLS systems.

Recommended approaches to the

management of microbial

communities in ALS range from strict
decontamination and control to

"seeding" the system with a diverse

group of microorganisms (Fig. 1).
One extreme would be the use of

axenic plants in subsystems "bio-
isolated" from the human habitat

module in order to prevent the

proliferation of human-associated

organisms (including opportunistic

human and plant pathogens) in plant

growth systems. Alternatively,

inoculation of plant systems with soil

from fertile, disease-suppressive soils

has been proposed to provide a stable

microbial population that reproduces

the balance in population dynamics

found on Earth (1). An integrated

approach involving quarantine,

._>
a

t--

o
12.

"Seeding" with Environmental Samples

(The Mother Earth Approach)

Selectively Enriche_K_mmunities

Community Engihe_g Approaches

Gnotobiotic Mixtures

Strict Decontamination

(The Andromeda Strain Approach)

Scientific Understanding
Fig. 1. Approaches to inoculum preparation for hydroponic
plant growth systems and bioreactors for long term space
habitation. The community engineering approaches should
provide substantially greater protection of the communities
against invasion by human associated bacteria or plant
pathogen as compared with the strict decontamination
approach (which cannot be reliably maintained for extended
periods), while reducing the threat of inclusion of potentially
harmful microbes as part of the inoculum. Figure reproduced
from Garland, et al. (6).

sanitation, compartmentalization, and construction of microbial communities has also been

recommended (13). Another approach to community management would be to use gnotobiotic
communities, defined assemblages in which all of the members are known. Generation of

defined mixed cultures to carry out all of the essential processes necessary for operation of BLS

systems is a daunting task, and maintenance of such defined cultures without contamination from

the crew or from other systems is likely impossible. Regardless of the starting mixture,

evolution of the community will eventually produce something quite different from the initial

assemblage. The alternative to the gnotobiotic approach invokes the ecological paradigm that

diverse communities tend to be more stable and more resistant to invasion than counterparts with
V
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few types of organisms present (e.g., 2, 7, 9, 11, 12, 15). Selection of highly diverse communities

should result in narrower niches which will be difficult for pathogens or other unwanted

microbes to fill. Although this concept is generally accepted by ecologists (the current emphasis

on biodiversity in terrestrial ecosystems is a direct result of that acceptance), it has never been

explicitly examined for microbial (i.e., bacterial) communities.

Tests of the effects of diversity on any community property or system function require a

knowledge of the diversity of the community under examination, but there is no method

currently available that allows diversity of a microbial community to be measured. Despite the

inability to measure diversity directly, Garland (6)and Morales et al. (10) successfully used

dilution to manipulate diversity for several applications. There is an inherent assumption that

dilution is a linear process, even though dilution of environmental samples for microbiological

analysis often produces non-linear results. The present work sought to define the relationship

between dilution and resultant diversity in a series of numerical simulations accompanied by

appropriate incubation experiments.

Dilution Simulations

To examine the effect of dilution on community composition, as series of numerical

simulations were done. Communities were constructed by assigning each of 1 x 10 6 individuals a

random species identification based on a normal distribution of integers from 1 to 1000 with a

mean of 500 and a preset variance. By adjusting the variance, communities of different evenness

could easily be simulated; low variance resulted in communities with a large number of rare

species, whereas high variance yielded a community of more even distribution (Fig. 2). For the

simulations described here, the total abundance and richness were held constant, and only the

evenness was allowed to vary. Evenness was altered by setting the variance level to 100, 250,

1,000, and 20,000. An even distribution was simulated by creating 1000 types, each containing

1000 individuals. The initial communities were then diluted mathematically by selecting 1/10 of

1000o.

1ooo,

100

z _o

• 7Y.-:r.. ......... .....
I,\ \\

Species

Fig. 2. Distribution of individuals among 1000 types or
species as produced. These distributions are those for the
initial communities used in the simulations reported here.
Note that both abundance and richness are constant in the
initial communities

the individuals from the array that

represented the undiluted community. The

species identification was placed in another

array which then served as the initial

community for the next dilution in the
series. All serial dilutions were done in

powers of 10, as is typically done for

microbiological analysis. For each

community and at each dilution level, the

richness, evenness and diversity were
calculated. Richness was taken to be the

number of types in the community, diversity

was expressed as the Shannon-Wiener index
i

H'= ,'_Pi in Pi (1)
1

where p_ is the fraction of the individuals in

the i th species.

Evenness is calculated as
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max

Hr_ = In S

where S represents the total number of species present.

A sample dilution series for the most dominant community (var = 100) and the most even

community (var = 20,000) show the.type of changes in the community generated by the

simulated dilutions due to difference in initial evenness (Fig. 3).
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"SPECIES"

Fig. 3. Effect of dilution on species distribution in the most
even (var = 20,000) and most dominant (vat = 100)
communities.
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Fig. 4. Value of the Shannon-Wiener index for initial
communities (0) of differing evenness and serial dilutions made
from each of the communities.

(2)

(2a)

The serial dilution made

corresponsed to typical 10-fold dilutions

used in microbiology, and extended from
0 to 10-5. Given an initial cell

concentration of 1 x 106 mL 1, the

dilutions were made by selection of 1 x

10 t celss rom theinitial community, then

1 x 104 cells from the first dilution, 1 x

103 cells from the second dilution, 1 x

102 cells from the third dilution and 1 x

10 _ cells from the fourth dilution. Ten

cells represents the smallest number of
cells in a 10-fold dilution series for

which H' can be meaningfully

determined (H' for 1 individual is 0).

Diversity values for the range of
initial communities were from 3.7324 for

the least even community (var = 100) to

6.9078 for the perfectly even

community (Fig. 4). Note that for the

even community, dilution caused no

change in H' until the number of

individuals in the community reached

the number of sepcies in the

community, in this case 1 x 103

individuals, corresponding to 1 x 103

types at the 10 .3 dilution. Upon

dilution, little change in H' was
observed when the number of

individuals greatly exceeded the

number of species; however, H'
decreased to the theoretical value of

2.3026 (based on H'max for the even

distribution) at a dilution of 104. The

sole exception was in the community

created by setting var = 1000. In that case, the value of H' at the 104 dilution was 2.1640. The

lower value was obtained because only 9 species were recovered in that particular simulation
whereas 10 were recovered in all the others.

%J
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Evenness of the communities not intially perfectly even increased with dilution and reached

the theoretical maximum of 1.0 at the 10 4 dilution (Fig. 5). In the community obtained by setting

11
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Increasing Dilution

Fig. 5. Changes in evenness with dilution in communities of

differing initial evenness•

species lost in. the first dilution decreased substantially

var = 20,000, there was a change in
evenness that was not consistent with

the patterns displayed by dilution of the
other communities. Because the

communities were formed by

probablistic sampling, it is possible that

the anomaly is simply a variant, although

it is not understood why the e#enness

obtained did not seem to influence

subsequent dilutions.

Richness of communites changed

differently with dilution depending on

the intitial evenness (Fig. 6). For

communities of low initial evenness,

richness dropped rapidly with the first

dilution. As the initial community

became more even, the number of

and approached the theoretical value of

no species lost in the first dilution. Furthermore, in the treatment var = 20,000, loss of species in

subsequent dilutions was also low, comparing favorably with the perfectly even state.
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Fig. 6. Changes in richness with dilution in communities of
differing initial evenness

Incubation Experiments

Raw sewage was collected from the

Cape Canaveral Air Station Waste Water

Treatment Facility (Kennedy Space

Center, FL). Samples were allowed to

settle for -2 hours (to remove large

particles) and a serial dilution (through

10-6) was prepared from the supernatant
to use as the inoculum for the batch

culture experiments. Probability

suggests that, because the dilution of the

original community should remove rare

organisms, these inocula should

systematically differ in diversity (both

richness and evenness).

Seven treatments (undiluted (100)

through 10-6) were established by adding

1 ml of inoculum to 60 ml of sterile sewage in a 125-ml flask. For each treatment, three replica

flasks were maintained; all flasks were kept on a shaker table (150 rpm) to ensure aerobic

conditions. Each day, 20 ml of liquid were removed from each flask and replaced with 20 ml of

sterile sewage.

After 9 days (3 retention times), flasks were harvested and samples collected for total cell counts

(Acridine Orange direct counts), culturable counts on R2A agar, richness, evenness, and
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diversity of colony morphologies on R2A, community level physiological profiling (CLPP (5)),

dilution-extinction analysis of CLPP (4),molecular analysis of whole community DNA,

(including AFLP (16) and T-RFLP (8))

Richness, evenness, and diversity of colony morphologies on R2A
For each treatment, a serial dilution of the

regrown community was plated onto R2A agar

and incubated at room temperature. After 72

hours, 25 colonies were randomly chosen from

: each countable plate and colony morphology

described. Richness (S) was then determined as
._ I the total number of colony types encountered

"_ _ I (Fig. 8); evenness (E) (Fig. 8) and diversity (H')
° _ (Fig. 7) were calculated using the Shannon-

Wiener diversity index.

0 { 2 3 4 5

Increasing dilution of inoculum (10")

Fig. 7. A decrease in diversity (based on colony
morphology on R2A agar) was observed with
increasing dilution. The X-axis shows the

exponent of the dilution factor used in the original
inoculum (e.g. "4" is the regrown community
derived from the 10 .4 dilution inoculum). The Y-

axis is divers@ (Shannon-Wiener index), and
error bars shown are + one standard deviation.

T-RFLP analysis of bacterial 16S rRNA

genes
Terminal restriction fragment length

polymorphism (T-RFLP) was used to compare the

overall diversity of the bacterial communities

from these flasks. The bacterial 16S rRNA gene

was amplified using two primers (1392 Reverse

(5'ACGGGCGGTG TGTRC) and 8 Forward

(5' AGAGTTTGATCCTGGCTCAG (labeled)));

1,0

0.9
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Inc_asing dilu|ior, of inoculum (10 "x)

Fig. 8. An increase in overall community evenness and a decrease in richness (number of colony

types) was observed with increasing dilution. The X-axis shows the exponent of the dilution

factor used in the original inoculum, and error bars shown are +_one standard deviation.

aliquots of the PCR product were then digested using either the HhaI or MspI restriction enzyme.

Using an automated DNA sequencer, the length of the terminal restriction fragments was then

compared across the different communities. HhaI generated 43 different T-RFLP fragments (the

average sample contained 16 fragments) and MspI generated 42 different fragments (the average

sample contained 12). The number of fragments observed across the dilution/diversity gradient

did not differ (Table 1), though one might have expected a decrease corresponding to a loss in
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diversity (richness). Additionally, principle components analysis (PCA) was performed on the

combined (MspI and HhaI) datasets (Fig. 9).
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PCA diagram of the T-RFLP fingerprints. Each
"dilution" identified in the legend is the exponent of the

dilution used in the original inoculum (e.g. "4" represents
the regrown community inoculated with the 10.4 dilution).

On the graph, the high dilution (theoretically low diversity)
treatments 5 and 6 separated from all the other treatments on

the first principle component.

Fingerprinting of whole-community DNA

using AFLP
AFLP (Amplified Fragment Length
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Fig. I0. PCA of the AFLP fingerprints. Each
"dilution" identified in the legend is the exponent
of the dilution used in the original inoculum (e.g.

"4" represents the regrown community inoculated
with the 10 .4 dilution). This graph shows that the

different dilution/diversity inocula separated into
three main groups based on overall genetic
structure. The undilute inocula ("0") were most

distinct, separated on PC1, and the very dilute
inocula ("5" and "6") were distinct from all others

on PC2. Cluster analysis was also performed on
the AFLP data and the same major divisions were

observed (data not presented).

Polymorphism) was used to profile overall community structure in this experiment. AFLP is

based on amplification of DNA restriction fragments, after ligation of an adapter sequence, using

fluorescently labeled PCR primers (4). It is similar to other "arbitrarily primed" PCR based

fingerprinting techniques because it requires no a priori sequence information for primer design

(unlike T-RFLP); it differs in that it is more reproducibleand provides a greater resolution with

fewer primers. In this research, three different primer sets were used in the amplification, and the

data pooled (85 bands). The presence or absence of each band in each sample was recorded and

analyzed using principal components (Fig. 10) and cluster analyses (data not shown).

The average number of AFLP bands per treatment decreased along the dilution/diversity

gradient (Table 1). Because AFLP fragments are, in principle, simply RFLPs resolved by

selective PCR amplification of the DNA restriction fragments, the number of fragments

produced can be expected to correlate with the overall diversity of the communities.
Furthermore, most of the bands encountered in the undilute ("0") treatment were unique (not

found in any further treatments), corresponding to a large change in community structure

(perhaps richness) after the first dilution.

Community level physiological profiling
Community level physiological profiling (CLPP) was used to compare overall functional

potential among the different dilution/diversity treatments based on each community's ability to

metabolize 95 different sole carbon sources (1). Principle components analysis was used to
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analyze the data and the first two PCs were plotted as a means of visualizing the relationships

among the different samples (Fig 11).

Table 1. Summar)` of diversity anal)`si_ for plates and molecular techniques
R2A plates AFLP T-RFLP

Dilution

10°

10 -t

Avg. # of

colon), types

4.8

10 .2 4.7

10 s 5.7

10 .4 4

10 .5

10 -6

2.7

Proportion
unique t

0.4

1.0

Avg. # of

bands

26

24

17

17

14

20

15

Proportion
unique 2

0.9

0.6

0.5

# bands

wl MspI

7

ll

10

11

18

Proportio

n unique 3

0.21

0.21

0.17

# bands

w/HhaI

19

15

20

12

13

21

10

Proportio

n unique

0.07

0.23

0.19

1 - Number of unique colony types in a treatment group/total number of colony types encountered in each treatment group. "Unique" refers to a
band (colony type, etc.) that is present a particular treatment group (e.g. 10° and 10"_)that is not present in either of the other two treatment
groups. It is interesting to note that all of the colony morphologies observed in the 10 "_treatment were unique (not encountered in any of the

higher dilution/diversity treatments). Nearly half (40%) of the colony morphologies encountered in the low dilution]high diversity treatment
were unique while none of the colony types encountered in the mid-dilutions were unique (all of those colony types were encountered in these
treatments were also observed in the 10 ° and 10a).

2 - Number of unique AFLP bands in a treatment group/total number of AFLP bands encountered in each treatment group. Nearly all of the
bands encountered in the low dilution/tfigh diversity treatments were unique suggesting many organisms types were present in this treatment and
diluted out of others.

3 - Number of unique T-RFLP bands in a treatment group/total number of T-RFLP bands encountered in each treatment group. The majority of
the T-RFLP peaks were not unique, and were found across the entire dilution series. This suggests a large bias in the T-RFLP/PCR procedure
towards certain organisms. If we assume these organisms to be dominant, then these results suggest that the same types of organisms were
dominate throughout the dilution series. It is also interesting to note that number of T-RFLP peaks (number of ribotypes) was significantly

greater than the number of colony morphologies on R2A agar.
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pct (21% of the variance explained)

Fig. I 1. PCA of the CLPP. Each "dilution" identified in the legend
is the exponent of the dilution used in the original inoculum (e.g. "4"
represents the regrown community inoculated with the 104 dilution).
Error bars represent 95% confidence intervals around the centroid for
each treatment (average of 3 independent replica flasks). Two
distinct groups can be distinguished on this plot; treatments 0 through
4 (undiluted through 10-4) form one group separate from the 10s and"
10 .6 dilution communities.

Dilution-extinction analysis

of CLPP profiles
Garland and Lehman (4) used the
extinction of functional characters

in CLPP assays to make inferences

about diversity of microbial

communities. Plotting the number

of positive tests obtained in CLPP

analyses of dilutions made of each

regrown community against the
number of cells inoculated into

each well of the BIOLOG plate

yields curves that resemble those

obtained in saturation plots. Fitting

a rectangular hyperbola to the data

produces two parameters that are

analogous to those obtained with

saturation plots:
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F = Fm_ x K F (3)
I+K v

where F is the number of positive tests at a given

inoculum density (referred to by Garland and

Lehman as the functional richness), Fm_ is the
estimated maximum number of tests that would be

positive for the community, and KF is the cell

density at which F = F,J2. Parameter estimates

and the curves representing each dilution treatment

are shown in Fig. 12.).

Differences in microbial community structure were

detected throughout the dilution/diversity gradient

with every measure employed. Major groups

formed as follows: the undilute, regrown

communities ('0" (high diversity?)), the very dilute

(10 .5 and 10 .6 (very low diversity?)), and all others

(10 q through 10-4).

Conclusions

- Different measures (which focused on different

elements of "diversity" and had different inherent

methodological biases) showed different levels of

resolution. For example:

- comparing culturable diversity (richness and

evenness) of colony types of R2A highlighted
the difference between the undilute inocula

and all others

- PCA analysis of CLPP showed that the 10 .5
and 10 .6 treatments were different from all

•
i me/ 10° 163.5 2,500,000_/ l0 -2 71.6 54,000

| 10.4 76.9 32,000 on • 2
o_ 10+ 65.5 3,100 • 4
/
0 2x1_ 4x10 _ 6x10 6 _,x _'04 10"xI1_

lnoculurn size (cells/mL (AODC))

Fig. 12. Treatments 0, 2, 4, and 6 were profiled
using dilution/extinction analysis. The raw data are
presented (number of positive characters versus cell
concentration) and fit with a rectangular hyperbola;
parameter estimates for this fit are given in the
legend. The general shapes of each
dilution/extinction curve were used by Garland and
Lehman to suggest differences in communities
based on the dominance of generalists vs
specialists. In this figure, the curve for the
undiluted inoculum ("0") suggests a community
dominated by specialists, where rapid loss of strains
also means a rapid loss of characters. In the higher
dilution treatments, the lower values of Fmax and
the lower values of Kfimply a community
composed of generalists in which there are fewer
functions, but in which those functions are
conserved throughout the community. An alternate
explanation is that more even communities tend to
lose strains (and by implication, functions) more
slowly through dilution.

others, but did not separate the undilute community. Dilution/extinction analysis of CLPP

divided the communities into the three dilution/diversity groups.

- PCA of the T-RFLP profiles showed that the 10 .5 and 10.5 treatments were different from

all others, though no change in diversity (measured by the relative number of peaks) was

observed.

- AFLP divided the communities into three dilution/diversity groups (using PCA) based on

overall structure.

Interpreting all of these results in the context of the numerical simulations, it seems that the

original community was highly dominant (e.g. var = 100 or var = 250). For these curves, the

greatest difference in diversity was observed after the initial dilution (loss of richness) and at

extreme dilutions (10 .5 ); these theoretical divisions agree well with the experimental results.

Assuming a highly dominant initial community, measures that showed the undilute regrown

community to be unique (R2A colony morphology, AFLP and dilution/extinction of CLPP)

probably were better at detecting differences in richness. Measures that showed the 10 .5 and 10 .6

treatments to be unique (T-RFLP, AFLP, PCA of CLPP, dilution/extinction of CLPP) probably

reflected differences in overall diversity (richness and evenness) better. It is interesting to note
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that nearly all measures (except R2A) showed the 10 s and 10 .6 treatments to be unique, not all

measures separated the undiluted regrown community.

Although the use of dilution to produce communities of different (lower) diversity is a

reasonable means of manipulating diversity, the effects are non-linear. When dilution is coupled

with the additional non-linear effects of regrowth of mixed cultures, a very complex result is

obtained. Clearly much further work is needed to determine the extent to which the effects can

be predicted and controlled for experimental and applications purposes.
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ABSTRACT

There are several computer-based systems, currently in various phases of

development at KSC, which encompass some component, aspect, or function of

workforce modeling. These systems may offer redundant capabilities and/or incompatible

interfaces. A systems approach to workforce modeling is necessary in order to identify and

better address user requirements.

This research has consisted of two primary tasks. Task 1 provided an assessment

of existing and proposed KSC workforce modeling systems for their functionality and

applicability to the workforce planning function. Task 2 resulted in the development of a

proof-of-concept design for a systems approach to workforce modeling. The model

incorporates critical aspects of workforce planning, including hires, attrition, and

employee development.
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INTEGRATED WORKFORCE MODELING SYSTEM

Gary P. Moynihan

1. INTRODUCTION

Workforce planning, alternatively referred to as workforce forecasting or

manpower planning, refers to predicting the size and mix of a pool of workers for some

future time period [1]. According to Gass [2], it is determining "the number of personnel

and their skills that best meets the future operational requirements of an enterprise".

There are three primary workforce planning strategies: transaction, event-driven,

and process-driven workforce forecasting [3]. The transaction-based strategy is the most

widely accepted. It monitors the flow of human resources through the organization over

time. This strategy utilizes one or more views of the future that are driven by choices

under the control of the organization. (Niehaus [3] refers to these as internal demand-

driven business strategies.) The analytical tools associated with transaction-based

workforce planning are categorized into two groups. The bottoms-up review reflects the

perspective of project or functional department managers, regarding their human resource

needs for a given planning horizon. These managerial inputs are summed into a

consolidated workforce projection for the entire organization. These bottoms-up

transaction forecasts are useful when incrementai organizational growth is expected.

However, top-down strategic organization changes are otten required to address declining

workforce situations [3]. These strategic resizing situations are usually estimated by using

mathematical "flow" models, incorporating transition rate data, manpower requirements,

and an existing population profile.

The objective ofworkforce planning is to define the future human resource needs

of an organization in relation to the availability of suitable personnel, organizational goals,

and budgetary constraints. A number of approaches are available for management to

achieve this objective [4]. Traditionally, workforce planning has been accomplished based

on judgement and experience. However, with the increase in workforce composition,

complexity, and organizational competition, many mathematical models and computer-

based information systems have been applied to this problem area. Decision support

systems (DSS) are information systems that incorporate such sophisticated mathematical

models. They can provide the opportunity to project workforce requirements across a

defined planning horizon., as well as evaluate the alternatives in order to find the optimal

solution to sub-problems.

2. TASK 1

There are several computer-based systems currently in various phases of development

at Kennedy Space Center. These systems may offer redundant capabilities, and/or have

incompatible interfaces. A systems approach to workforce modeling was requested by the

client. The initial task in this approach was to assess current and proposed KSC workforce

modeling systems for their functionality and applicablity to workforce planning. Systems
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identified for review include the Integrated Management System (IMS), the Project

Resource Management System (PRMS), the Integrated Financial Management System

(IFMP), the Expert Workforce Modeling System, and Expert Seeker (for corporate

knowledge). It was also requested that this review provide recommendations for possible

integration of these initiatives.

2.1 DESCRIPTION OF THE CURRENT PROCESS

The Workforce Planning group (designated HM-E), within the KSC

Administration Office (HM) directorate, is responsible for Center-wide workforce

planning. The overall processes associated with KSC workforce planning, and subsequent

workforce development, are consistent with ISO documentation requirements. This

process of workforce planning follows an overall transaction-based strategy, such as that

described in the Introduction section of this research report. This transaction-based

strategy combines aspects of both the bottoms-up and top-down approaches described.

Workforce Planning receives inputs with regard to future needs over the next five

year planning horizon, from each of the individual programs/projects, as well as the

functional departments, at KSC. These inputs frequently take the form of an Excel

spreadsheet. Five-year KSC workforce thresholds, normally based on Agency budgetary

limits, are provided to Workforce Planning by Mr. Roy Bridges (KSC Center Director).

This guidance may also contain specific skill level targets.

These future needs and constraints are then compared to the existing baseline. The

current workforce profile is identified at the center-level as well as at the

program/project/functional department level. Again, these are represented as Excel

spreadsheets. The Center-wide skills inventory describes present employee competencies

and subordinate skills. The skills inventory was compiled during Fall 1998, via the Project

Resource Management System (PRMS). The skills inventory is available as an Access file

downloaded from PRMS. In addition to comparing these existing baseline profiles with

the objective requirements and constraints, other factors (e.g. hires and attrition) are

considered. The output of this effort is a time-phased workforce plan accross the Center,

for a five-year horizon, showing both prospective FTE (Full Time Equivalents) and

headcounts. These outputs are also generated in the form of Excel spreadsheets, with

breakdowns available at the program/project/functional department level.

One important aspect of the workforce plan is to identify the skills mix required to

meet Center missions and roles, over the given forecasting horizon. Any projected skills

imbalances are determined by manual inspection. Employee development plans are then

established in order to relieve any skills mix constraints.

To-date, this process at KSC has been accomplished on a primarily manual basis,

via the judgement and expertise of the Workforce Planning group. This approach has been

sufficient in a relatively stable environment, or one experiencing incremental changes [ 1].

The Kennedy Space Center workforce is undergoing a major restructuring. This process

involves a transition from operations to a focus on research and development [5]. This

changing environment requires new computer-based tools to more effectively support

KSC workforce planning.
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2.2 CONCLUSIONS AND RECOMMENDATIONS OF REVIEW

The functionality of several current/proposed computer-based systems was

reviewed. Based on this functional assessment, neither IMS nor Expert Seeker are either

applicable or even relevant for Center-wide workforce planning. Both systems are merely

concepts at this point, with far different objectives than those of the KSC Workforce

Planning group.

As noted previously, the Expert Workforce Modeling System also does not meet

these requirements. Although it could conceivably roll up workforce projections and

associated skill requirements to the Center level, the level of detailed data required to

conduct this analysis would be prohibitive. The skills identified in the system would have

to be recrafted to align with those currently in the KSC skills inventory. IFMP focuses on

the correct organizational level, and plans to conduct workforce analyses consistent with

the current HM-E processes. However, due to schedule slippages, IFMP is still only in the

early stages of design. Its Budgeting module is particularly ill-defined at this point.

PRMS has the most applicable functionality of the systems investigated. It has the

potential to provide a consistent source ofworkforce requirements, in much the same way

that it was utilized to compile the skills inventory. These future requirements could be

input by the functional departments as well as the programs/projects. (However,

procedures would have to be carefully established to insure consistent use across the

Center.) Utilization of PRMS might provide more structure than the present ExceI-based

inputs.

However, PRMS has significant limitations with regard to the use of these future

requirement inputs. It supports the bottoms-up aspect of the transaction-based strategy,

but cannot apply the top-down constraints_ Although new hires may be considered, there

is no facility to address attrition. Finally, PRMS treats each project's set of inputs in

isolation, although it appears to be able to roll-up or summarize across multiple input sets.

There is no capability to avoid potential "double-counting" the same project, or identifying

which KSC projects have not provided inputs. Some types of commercially-available

project management software provide a facility for linking roles (using the PRMS term) to

a given organization. These may then be related in a hierarchy to reflect the overall

organizational structure. (The application software "Project Scheduler", marketed by

Scitor, is one such example.) Incorporating analogous functionality into PRMS would
address this last limitation.

Since these systems do not adequately support Center-wide workforce planning,

Task 2 of this research must be initiated. This task will provide a functional systems design

to better meet the needs of the Management Planning group. This proof-of-concept design

may then be implemented either on a stand-alone basis or incorporated into either IFMP or
PRMS.

3. TASK 2

Due to the cited limitations of the current/proposed systems at KSC, the second

major task within this project was to develop a proof-of-concept design for a systems

approach to workforce planning.
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3. I LITERATURE REVIEW:

Based upon the documented requirements and nature of the data sources, an

extensive literature search was conducted. Keyword searches of the internet (Using the

Net Search, Yahoo, and Alta Vista search engines) were conducted, as well as

engineering and business databases.The literature documents a variety of mathematical

modeling techniques applied to workforce planning. However, Edwards [6] notes that

beyond a certain level, "the models currently available are sophisticated enough for the

needs of most organizations, and that greater use of simple models would be more

effective than looking for ever-increasing (mathematical) refinement". He further notes

that the current trend is to use variations on one of three widely accepted modeling

approaches: Markov chains, network flow models, or optimization models. Surveys

conducted by both Verhoeven [7] and Gass [2] confirm this opinion.

According to Verhoeven [7], the purpose of a Markov chain model for workforce

planning is to forecast the number of employees in each of the specified categories at

equidistant points in time (i.e., t -- 0, 1, 2...). In a Markov chain model, the number of

employees who make a transition from one category to another in a given period is

assumed to be a constant fraction of the size of the first mentioned category at the

beginning of the period. These fractions are called transition fractions. The actual number

of employees in all categories, the transition fractions, and the future recruitment in all

categories have to be given. Formulas exist to estimate the transition fractions [7]. The

future number of employees in all categories (i.e. the future workforce distribution) is

forecasted.

Network representations of personnel problems are extentions of the clasical

operations research assignment problem. For these problems, the basic form of the

netwQrk is that of the more general minimal cost transhipment (or flow) network [2]. In

the network, the arcs represent the flow of personnel., the source nodes represent initial

personnel inventories, and the sink nodes represent the final inventories. Intermediate

nodes may be established to force inventories to meet specific grade and skill goals.

Optimization models (e.g. linear programming, goal programming) are the third

category of mathematical models. The model is formulated to either maximize (or

minimize) the objective function (depending upon the purpose of the model) within the

context of available resources and constraints.

3.2 APPROACH SELECTED FOR THIS PROJECT

NASA KSC provides a unique environment in which to conduct workforce

planning. It comprises both project-oriented elements as well as those associated with

functional departments, This situation complicates the selection of the mathematical

modeling approach. For example, network flow models have proven to be effective

forecasting tools, but only in a project-oriented environment [2]. Further, the proposed

transition from operations to R&D negates the usefulness of such tools as linear

regression, which are dependent on the relevance of historical data.
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In general, the Markov model is preferred due to its flexibility [7]. In a Markov

chain model, the categories can be defined such that several characteristics of the

employees are included (e.g. critical skills). Attrition is reasonably assumed to be a push

flow (ie. the future workforce distribution is determined by the transitional fractions, thus

employees are "pushed through the system as a result of attrition). Although optimization

models can be crafted to include these additional characteristics, the size of these models

becomes very large very quickly. This impacts the computational efficiency of the resulting
DSS.

Like NASA, the U.S. Department of Defense has been undergoing a period of

organizational restructuring, as well as a reorientation of mission, with the end of the Cold

War. Case studies associated with military workforce planning were found to be very

applicable to KSC's situation. Although both network models [8] and optimization models

[9] have been used, the case study by Gass et al. [10] appears to be the most relevant.

Here, a combination Markov chain/linear programming-based system was constructed to

address Army long-range manpower planning. This integrated approach appears to

support the KSC Management Planning (HM-E) group's requirements, and will be used as

the basis for designing this Integrated Workforce Modeling System.

3.3 PROPOSED SYSTEM REVIEW

3.3.1 SYSTEM OVERVIEW

The purpose of the Integrated Workforce Modeling System (IWMS) is to support

Center-wide workforce planning with regard to headcount, FTE, and skills requirements.

A combined bottom-up/top-down transaction-based approach to workforce planning is

utilized, consistent with existing methods. It will be capable of calculating the workforce

requirements per year, over a five year planning horizon, at both the Center-level and for

individual programs and projects. The skills profile will be optimized within these

projections. Markov chain and linear programming mathematical modeling techniques are

incorporated into the system's processing to provide these results. The capability to

conduct "what-if' analysis, in order to facilitate the decision-making processes, is also

included.

The nature of the inputs (i.e. Excel and Access) to the current Center-wide

workforce plamling process infers a microcomputer-based approach to developing and

deploying the system. One objective of this functional systems design is to utilize existing

KSC hardware, software, and communications assets to the extent possible. Continuing

the use of Excel and Access inputs also suggests the use of a Microsoft Windows-based

operating environment to support sottware compatibility and interoperability.

The recommended Markov chain and linear programming analyses may be

conducted using Excel. An initial design of the IWMS Markov module was developed by

employing a combination of Excel's Solver and Growth functions. Further investigation

indicated that the volume of input data was too large, and the necessary mathematical

models were too complicated, for Excel to adequately support.

A more powerful modeling solver engine is needed. Lindo version 6.1, marketed

by Lindo Systems Inc., is such a software application. Lindo provides an interactive

134

V



modeling environment for building various types of optimization problems, including

linear, integer, and quadratic programming problems [11]. It provides extensive

documentation and help facilities, and can be used to construct Markov chain models.

Lindo is a relatively easy software package to learn, and is frequently used in

undergraduate operations research classes. Due to this functionality, as well as the fact

that it executes in an MS Windows microcomputer environment, it is recommended for

this project.

However, one drawback to Lindo is that it provides a limited user interface. In

order to better customize the IWMS system to HM-E needs, a Visual Basic (VB) shell is

suggested. This VB interface will guide the user through the system by using a series of

customized displays and facilities. VB can seamlessly integrate with the Lindo solver

engine into a Windows-based application [11]. In this project, VB will be used to retrieve

input from the data sources, prepare Lindo model files, activate lindo.exe files, and import

initial data and constants into the Lindo model. Further, it can facilitate report generation

through the use of the Crystal Reports module, incorporated in the VB development
software.

Projected workforce requirements by the programs/projects/functional

departments, the current workforce profile, and the current skills inventory are read from

their current media by the VB interface, and merged. Center workforce and skills

thresholds, as well as factors for hiring and attrition, are entered via VB input screens. The

Lindo software utilizes this combined input to support the mathematical modeling

processes. Results are stored in an Access database, for later use by VB's Crystal Reports

facility. Access was selected as the storage medium since it allows for easier manipulation

by Crystal Reports, to support subsequent formatting of the system output displays and

reports.

Three modules are envisioned for the IWMS system: System Inputs, Workforce

Quantity Planning, and Skills Optimization. Upon system initiation, the user will be able to

identify the source of the input data (or in the case of user-specified inputs, data can be

entered directly). These data are then read, merged, and stored in a temporary Access file

(TMP1). TMP1 provides the input to the Markov chain analysis, upon initiation of the

Workforce Quantity module. TMP 1, like the other temporary files, is overwritten the next

time that the supplying module executes. The results stored in TMP2 (i.e. adjusted

workforce requirements in terms of headcount and FTE). TMP 1 similarly provides the

input to the linear programming algorithms in the Skills Optimization module. Here, the

profile of critical skills is optimized based on the constraints provided by the previous

module. Output is sent to the TMP3 Access file. TMP 1, TMP2, and TMP3 are then

accessed by Crystal Reports to provide the user-requested output. Upon completion of

processing, the user will be provided with the opportunity to either exit the system, or to

initiate another processing iteration. This additional iteration will support "what-if'

analysis, where the user may modify certain input criteria (e.g. changes in hires, or

attrition) to determine the impact on the workforce projections.
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4. CONCLUSIONS

According to Blanchard and Fabrycky [12], "Every system is developed in

response to a need or to fulfill some anticipated function. The effectiveness with which the

system fulfills this function is the ultimate measure of its utility and its value to the

customer". In Task l of this research, a series of current and proposed systems at

Kennedy Space Center were reviewed with regard to their applicability to Center-wide

workforce planning.

Due to the cited limitations of these systems, Task 2 was initiated. Task 2

encompassed the development of a functional design specification for the Integrated

Workforce Modeling System, which is intended to better meet the needs of the KSC

Management Planning group (ttM-E). Inputs, processing considerations, and resulting

outputs are identified, as well as the necessary hardware and software assets. These

specifications are consistent with the KSC Chief Information Officer's guidelines.

It is recommended that the IWMS be constructed and implemented as designed, as

a stand-alone system. This will allow the opportunity to prove out its functionality, as well

as providing the Workforce Planning group with a tool to support KSC's transition to an

R&D-based organization over the near-term. It is further recommended that, in

subsequent years, IWMS should be incorporated into either IFMP or PRMS discussed in

Sections 2.3 and 2.4, respectively). These two "supersystems" are currently under

development at KSC They are independently developing their own standardized linkages

to other Center information systems and databases (and sometimes replacing them).

Assimilation will reduce the number of redundant/conflicting systems and interfaces, as

well as improving long-term maintenance of the IWMS functionality.
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ABSTRACT

Test and checkout systems are essential components in ensuring safety and reliability of

aircraft and related systems for space missions. A variety of systems, developed over several

years, are in use at the NASA/KSC. Many of these systems are configured as distributed data

processing systems with the functionality spread over several multiprocessor nodes

interconnected through networks. To be cost-effective, a system should take the least amount of

resource and perform a given testing task in the least amount of time. There are two aspects of

performance evaluation: monitoring and benchmarking. While monitoring is valuable to system

administrators in operating and maintaining, benchmarking is important in designing and

upgrading computer-based systems. These two aspects of performance evaluation are the foci of

this project.

This paper first discusses various issues related to software, hardware, and hybrid

performance monitoring as applicable to distributed systems, and specifically to the TCMS (Test

Control and Monitoring System.) Next, a comparison of several probing instructions are made to

show that the hybrid monitoring technique developed by the NIST (National Institutes for

Standards and Technology) is the least intrusive and takes only one-fourth of the time taken by

software monitoring probes. In the rest of the paper, issues related to benchmarking a distributed

system have been discussed and finally a prescription for developing a micro-benchmark for the

TCMS has been provided.
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PERFORMANCE MONITORING OF DISTRIBUTED DATA PROCESSING SYSTEMS

Anand K. Ojha

1. INTRODUCTION

The Kennedy Space Center has several test and checkout systems to ensure safety and

reliability of spacecraft and equipment for space missions. Some of the commonly used systems

are: CITE (Cargo Interface Test Equipment), PPCU (Partial Payload Checkout Unit), TCMS,

(Test, Control, and Monitor System), and CMU (Control and Monitor Unit.) These test and

checkout systems are essentially distributed data processing systems with the computational

functionality distributed over several processors or clusters of processor interconnected through

custom or commodity network. Several TCMS units are in use, and because of its interesting and

open architecture, the performance of this system is the focus of this project.

System performance is one-of the key concerns to designers, administrators, and users of

a computer system. Information about system performance can be obtained by two methods:

system monitoring and system benchmarking. Monitoring tools help in the operation and

maintenance of an existing system and are indispensable tools for computer system

administrators. These monitoring tools provide valuable information such as system utilization

and workload statistics to help efficiently manage and upgrade the system. Benchmarking, on the

other hand, applies a fixed workload to a system to determine latency, throughput, and resource

utilization and is helpful in comparing the performance of two different systems under identical

workload. While there are several de-facto benchmarking test-suites for CPU, no comprehensive

test-suite has achieved this status in the arena of I/O benchmarking. This has been primarily due

to the inherently diverse nature of the I/O systems, and has led to the development of system-

specific and in-house benchmarking test-suites. A similar undertaking seems to be a viable

solution for the TCMS as well. This paper covers the issues in monitoring and benchmarking of

distributed systems, especially as they apply to the TCMS.

The next section provides a brief overview of the TCMS. Performance monitoring

choices and issues are discussed in Section 3, and the quantitative results presented in Section 4

indicate that hybrid monitoring takes only one-fourth of the time compared to software

monitoring. Section 5 provides a synopsis of existing benchmarks, analyzes several

benchmarking options, and outlines the details of a comprehensive micro-benchmarking scheme

for the TCMS to test not only the CPU but also I/O and operating system.

2. BACKGROUND ON TCMS

TCMS has evolved from PPCU to Support the activities at SSPF (Space Station Processing

Facility), launch pads, SLF (Shuttle Landing Facility), and the OPF (Orbiter Processing Facility.)

It is based on UNIX/X-Windows, and is built around SGI Origin 200 multi-processor computers

with the functionality spread over the internal processors and Motorola's MVME167 cards

linked though Ethernet. TCMS is essentially a distributed data acquisition, processing, and

control system, and supports a mix of inputs including direct discrete and analog measurements

and various types of serial and telemetry formats. The TCMS was originally built around

Nighthawk computer system, but to benefit from the advances in the technology, the Nighthawks
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have been replaced by the Origin 200 containing R10000 dual processors. A detailed schematic

of the TCMS is shown in Figure 1 (attached as the end of this paper.) Since several TCMS units

are now in use, this is the system chosen for this project.

3. ISSUES IN PERFOMRANCE MONITORING

There are three approaches for implementing a performance monitor: software, hardware,

and hybrid. These three techniques and their pros and cons are discussed in this section.

3.1. Software Monitoring

Software monitoring is also known as software instrumentation. In the most basic software

monitoring scheme, execution time of a program module is obtained by inserting system-timer

calls at appropriate points in the application program. The following three such system calls of

interest are available in Unix:

• time (NULL) ' Wall clock time in seconds since 1/1/1970

• gettimeofday(&tv, NULL) ;

Time_seconds = tv. tv_sec; // Integer number of seconds since 1/1/70

Time. microseconds = tv. tv_usec; // Fraction seconds in microseconds

//since 1/1/70

• Clock(): The system call returns the CPU time in ms or p.s depending on the

implementation. One needs to be very careful in using this system call, because it provides

information only about CPU utilization and not the wall clock time. Instructions, such as

sleep(int seconds), that make the processor wait for a specified amount of seconds

are not accounted for by the clock ( ) instruction.

Software monitoring has three obvious limitations. First, the 1-gs resolution of the system

timer is not very good for present-day computers whose clock period is on the order of 1-ns. To

obtain results with satisfactory resolution, the execution time of a program module (or for that

matter of any individual instruction) is determined by executing the module a large number of

times and then obtaining the average execution time; clearly, a time-consuming process.

The second problem is a result of what is known as the "probing effect" in which the inserted

monitoring instructions add to the execution time of the code under measurement. The probing

effect is sometimes tolerable for a standalone uniprocessor system. However, for a multi-user-

multi-tasking system that has a node with multiprocessors (such as the Origin 200 used in

TCMS), the probing effect may significantly degrade the system performance due to loss of

synchronization of the cooperating or multi-threading processes. Probing effects are particularly

detrimental to parallel programming environments.

Thirdly, the software approach provides only a partial monitoring capability, because it

cannot efficiently monitor cache hits, or events caused by external conditions, such as exceptions,

interrupts, etc.

3.2. Hardware Monitoring

Hardware monitoring requires an external dedicated hardware in the form of either a

plug-in card or a dedicated box to monitor the signals on the bus at a processing node [1]. The

dedicated hardware contains its own local memory and functions like a logic analyzer in that it
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records the events of interest based on the signals captured from the address, data, and control

bus of the system being monitored. Every event of interest is encoded as a unique bit pattern

called an event token that uniquely specifies what external event occurred and where it occurred.

An event token is like an ID number of an event. For every event of interest, an event record is

created that contains the event token and its timestamp so that the samples could be correlated in

time. Event records are first stored in the local memory of the monitoring hardware, and later

downloaded on to a host for trace-generation and post-analysis.

On the positive side, hardware monitoring is least intrusive, and in addition to interrupts,

it can also monitor designated events during program-execution. However, hardware monitoring

is impractical for systems employing virtual memory because while the compiler generates

virtual addresses, the monitoring hardware must be designed to be triggered by the physical

addresses and signals. This knowledge of this virtual to physical address translation mechanism

makes the design of hardware monitoring systems impractical for virtual memory.

3.3. Hybrid Monitoring

Hybrid monitoring combines the desirable features of both software and hardware

techniques. The embedded software probes log the events caused by the program itself, while

external events are recorded by the hardware. It is generally agreed that hardware monitoring

provides an efficient solution to monitoring distributed systems.

Since there were numerous ways to design a hardware monitor, each research group

initially came up with its own custom hardware monitor [2]. Later, in an effort to standardize

hybrid monitoring, the National Institutes of Standards and Technology (/gIST) developed a

plug-in board known as the Multikron Interface Board (MIB) for PCI, S-Bus, and VME bus [3,

4]. Universities and research organizations can obtain these MIBs on loan from the NIST.

Otherwise, these can be bought from the NIST for about $750 at the time of the writing of this

paper in i999. Salient features of the MIB are described in the following paragraph.

The MIB is a memory-mapped device and can monitor up to eight CPUs sharing a bus. It

has a 56-bit timestamp counter with a resolution of lOOns. In contrast, the best resolution

obtainable from software system calls is only 1 gs. Two types of samples can be collected by the

MIB: trace sample and resource sample, A 20-byte trace sample contains CPU ID, process ID,

user-written identifier, and the timestamp. The 84-byte resource sample, in addition, contains the

contents of thel6 32-bit counters that can be started, incremented, and stopped under hardware or

software control. Hence, these counters can be used to count the occurrence of events such as

cache hits, duration of memory bus cycles, etc. The user simply writes an integer identifier value

through a single assignment (memory write) statement; alI other data are non-intrusively

provided or captured by the board itself. The MIB has 16 MB of on-board RAM, and so it can

store 800K trace samples in its local memory before needing a download to a host for post-

analysis. A RESET signal is available on the MIB to accurately synchronize the timestamp

counters of all of counters in a situation where multiple nodes are monitored by as many boards.

Thus, the error in time-synchronization is limited only by wire-distance and is far superior to the

software time-synchronization. The next section compares the results from MIB with those
obtained from software instrumentation.
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4. RESULTS FROM MULTIKRON MONITORING SYSTEM

To determine the intrusiveness of various monitoring techniques, a test platform was set

up using Linux 2.2-15 (Redhat 6.0) on a 200 MHz Intel Pentium-Pro processor (8KB Instruction

cache and 8KB data cache) with 256 KB L2 cache and 96 MB DRAM. GNU's EGCS 1.1

compiler that comes along with Redhat 6.0 Linux, was used. Average execution time from one

million iterations are listed in Table 1 below.

Table 1. Average Execution Time of Monitoring Techniques.

Technique

Software

Instruction

time(NULL)

gettimeofday(&tv, NULL)

clock()

Average
Execution

Time

1.77 gs

2.38 gs

2.41 Its

Hybrid MIB Assignment Statement 0.36 las

As noted before, gettimeofday(&tv, NULL) has the best resolution of 1 Its among all

software instructions, whereas as mentioned before, MIB's timestamp counter has an order of

magnitude better resolution. In addition, it can be observed from the above table that in terms of

execution time the hybrid monitoring is more than four times better than the best software

technique.

5. ISSUES IN BENCHMARKING DISTRIBUTED SYSTEMS

A benchmark suite provides a figure of merit for system-performance. This section provides a

synopsis of the issues related to various benchmarks. The performance of a distributed system is

impacted by the following components [5].
• CPU

• Memory

• Operating System

• I/O

• Network and Communication

Based on the level of details the test-results contain, there are two classifications of

benchmarks: macro and micro [6]. A macro-benchmark contains minimum amount of detail in

its result; generally, a number indicating how better or worse a given computer system is

compared to some other system. Whereas the result from a macro-benchmark is a useful measure

in comparing two different computer systems, it does not answer the question as to why a system

performs better or worse than the other one. The usefulness of macro-benchmark is limited only

to a user in making a decision about which system'to use. However, to identify bottlenecks,

integrators and designers of computer systems need detailed information. These details provide a
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better insightinto how thecomponentsfit andinteractwith eachother in determiningthe system
performance.Benchmarksthatgeneratesuchdetailedresultsareknown asmicro-benchmarks.

Another benchmark-classification is based on the system component they test. Earlier

benchmarks were developed to test only the CPU, and so they consisted of computation-intensive

programs to test the computational prowess of a computer system. Some others were then

developed to test the file transfer or I/O capability of a computer system. A few others were

primarily intended for transaction processing for a client-server system. However, no benchmark

currently exists that can test all of the components of a distributed system listed above. The

following sections discuss the issues and tools available to benchmark some of these individual

components of a distributed system.

5.1. CPU Benehmarking

CPUs have been the focus of most computer system performance evaluation, and a major

concern of such studies has been the interaction between the processor and the memory, which in

turn depends on the following factors [5]:

• Instruction Set

• Hardware architecture: caching, pipelining, superscaling

• Clock rate

• Compiler

• Memory Management

• Operating System

A CPU benchmark, as the name suggests, primarily measures the computational prowess

of a CPU and its interaction with the memory system. Therefore, CPU benchmark programs tend

to be computation-intensive. A number of CPU benchmarks are available but the de-facto

standard for CPU benchmarks is SPEC95 which consists of two suites: Cint95 and Cfp95.

CInt95 is a collection of eight C programs, while Cfp95 is a collection of 10 Fortran-77 programs

[7]. The output of SPEC95 benchmark suites is a number that provides a comparison of the

performance of the system under test with the performance of a Digital Equipment Corporation's

VAX-11/780 mini-computer of the late 70's.

5.2. File System and I/O Benchmarking

In Unix system, all I/O devices are treated as files. The performance of a computer system

that includes I/Os is greatly influenced by the architecture used to interface the three components:

CPU, memory, and I/O. In addition, the impact of operating system is very pronounced.

Therefore, systems containing I/O devices possess a much higher level of complexity in

benchmarking. The confusion in this area is further compounded by the fact that depending on

the system and application, there are several performance-measures for systems consisting of I/O

devices, and improving one measure might degrade the other. Thus, in contrast to processor

performance benchmarking, the performance criterion for systems consisting of I/Os is not as

unambiguous. The state of I/O benchmarking is still quite primitive compared to the processor

benchmarking and above all is application dependent [5]. This is because of the widely varying

schemes as a result of tradeoffs. Some of the notable file system benchmarks that appear to be

promising for Unix systems are discussed below for the sake of completeness. Readers may
consult the indicated references for further details.
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The Andrew benchmark for Unix system is one of the oldest Unix file system benchmarks

consisting of a suite of 70 files that take up 200 KB and run in five phases - MakeDir, Copy,

ScanDir, ReadAll, and Make [8].

5.3. Operating System Benchmarking

System performance is impacted by the algorithm the OS uses to create, schedule, and

switch processes, especially in multi-user or multi-tasking environment. Memory management

techniques, if implemented under the operating system, also impact the performance of the

system.

The resources for operating system benchmarking are almost non-existent. Nevertheless,

the benchmark, LMBench [9], needs mentioning here. LMBench, is a synthetic micro-

benchmark to test the operating system as well as the I/O capabilities of a computer system.

LMBench relies on determining the execution time of the system and function calls needed to

mimic the working of the operating system. For example, consider the problem of determining

the system latency in creating a new process and running a new program. Unix performs this

task by executing fork() and execve0 system calls. Incidentally, this is how the Unix command-

interpreter, shell, works in the inner loop. Thus, the latency in creating a new process and

running a new program can be obtained by determining the execution time of fork0+execve0

system calls. Clearly, a better operating system should have smaller execution time..

5.4. Prescription for a Comprehensive Micro-Benchmark Suite for TCMS

A test and checkout system is a complex distributed data processing system, and in addition

to the components discussed above, consists of heterogeneous analog and discrete signals,

multiplexers/demultiplexers, and networked systems with multiprocessors.

It should nevertheless be observed from the discussion in the preceding sections that due to

the specific application and often competing requirements, a macro-benchmark is impractical in

evaluating distributed systems. Instead, a better insight into all these issues can be obtained by

quantifying the parameter that show how the components belonging to the system fit and interact

with each other in determining the system performance. In other words, a micro-benchmark test

suite that can test the components that impact the performance of a distributed system seems to

be the best alternative. The idea here is to have a benchmark that can help the design and

upgrade of the system. For example, consider the upgrade of the R10000 processors in Origin

200 by a later version. The benchmark should not only provide the gains for computation

intensive tasks, it should also shed light on the new performance results for operating system and

I/O operations as well. As a second example, consider replacing the optical drives of the Origin

200 system by faster drives. One would expect the file-transfers to be faster, but a CPU-bound

system might not show a commensurate improvement in the file transfer rate because of the

processor's inability to cope up with the more frequent interaction with the faster drives. These

examples highlight the significance of a micro-benchmark in system design and upgrade. A

comprehensive micro-benchmark being proposed here should have the following capabilities.

5.4.1 Computational Capability: This should consist of a set of computation-intensive

programs to determine the computational capability of the host. In a multiprocessor system, the

benchmark should provide information on the utilization of individual processors. A set of

computation-intensive programs, such as UNPACK, should suffice [6].
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5.4.2

DRAM.
Memory Performance: The following tests should reveal performance of cache and

Reading a block of data from resident memory (Test for different block sizes)

Writing a block of data to resident memory(Test for different block sizes)

Reading a block of resident memory and writing to a different block(Test for different block

sizes)

5.4.3 File System and I/O Capability: Since I/O devices are treated like files in Unix, the

following tests can benchmark both file systems and I/O devices.

• Time taken in creating/deleting files

• Time taken in writing to a file using putcO

• Time taken in reading from a file using get()

• Time taken in sequentially writing a block of data to a file or I/O device (Test for different

file sizes): write(int handle, void *buf, unsigned len)

• Time taken in sequentially reading a block of data from a file or I70 device (Test for different

file sizes): read(int handle, void *buf, unsigned len)

• Time taken in reading/writing random files: In this case, the buffer pointer is randomized by

rand() in the function long lseek(int handle, long offset, int fromwhere). It should be noted
that this randomized I/O function can be used to determine the time it takes for a disk drive to

position its head at a random location.

5.4.4 Operating System: The following tests should reveal how efficiently the OS can create,

schedule, and switch processes. Networking as well as the operation of many other tasks can be

synthesized and the system benchmarked.

• Time to create a process

• The latencyin context switching

• Data transfer rate through a Unix pipe

• Opening and closing TCP/IP connection
5.4.5 Network and Communication: It should be observed from the schematic of the TCMS

that the user interacts with the AP or ARS through a number of X-Terminals connected to a

common Ethernet. Since the user interaction is random, it is not realistic to obtain a

deterministic benchmark value or a figure of merit. A possible approach would be the

installation of a network monitor capable of providing important network statistics such as

number of packets transferred, number of collisions, throughput, etc. Inexpensive COTS

(commercial-off-the-shelf) network monitors are available. Conclusion about how the network is

performing can then be drawn from these statistics. For example, if the number of collisions is

high, the network is saturated either because of increased user requests or due to the bandwidth

limitation of the network. The same strategy may be applied to the other Ethernet link that

interconnects the FEPs (Front End Processor) of the TCMS to the AP and ARS in the upper half

of the figure.

Unfortunately, the X-terminals are not intellligent terminals; they have display

capabilities but they do not have any kernel. If they had a kernel, a benchmark program running

on either the AP or the ARS could have been designed to emulate the user interaction by

implementing a client-server model to account for the communication between AP/ARS and the

user terminals. This aspect, however, needs more investigation.

146



v

-,,.._j

The micro-benchmark suggested here would not only be useful for the test and checkout

systems, but would also have the capability to test the CPU, operating system, and I/O capability

of any generic computer system.

6. CONCLUSION

This paper discussed monitoring and benchmarking issues for performance evaluation of

distributed systems with special emphasis on the test and checkout systems. Details of a

prototype Linux-based hybrid monitoring system, that employs NIST's PCI-MultiKron card,

have been provided. Results obtained from the monitoring system indicate that compared to

software monitoring, the hybrid monitoring reduces probing effect by at least a factor of four.

Finally, issues related to benchmarking a distributed system have been discussed and the details

on how to develop a micro-benchmark for the TCMS have been provided.

7. ACKNOWLEDGEMENT

Thanks to Craig Jacobson and Robert Yascovic from the NASA Kennedy Space Center

for their support. Thanks also to Wayne Salamon, NIST, Gaithersburg, MD, for his assistance in

upgrading the Multikron code and for his prompt clarifications on several operational aspects of
the Multikron interface board.

8. REFERENCES

[1] R. Hoffman, et al., "Distributed Performance Monitoring: Methods, Tools, and

Applications," IEEE Trans. Parallel Distributed Systems, Vol. 5, No. 6, pp. 585-597, 1994.

[2] J. C. Harden, D. S. Reese, M. B. Evans, S. Kadambi, G. I. Henley, C. E. Hudnall, and C.

Alexander, "In Search of a Standards-Based Approach to Hybrid Performance Monitoring,"

IEEE Parallel and Distributed Technology, Vol. 3, No. 4, pp. 61-71, Winter, 1995.

[3] A. Mink and W. Salamon, Operating Principles of the PCI Bus MultiKron Interface Board,

NIST Report No. NISTIR 5993, U S Department of Commerce, Gaithersburg, MD, March

1997.

[4] A. Mink, et al, "Performance Measurement using Low Perturbation and High Precision

Hardware Assists," Proc IEEE Real-Time Systems Symposium, Madrid, Spain, pp 379-388,

December 1998.

[5] D. A. Patterson and J. L. Hennessy, Computer Organization and Design: The

Hardware/Software Interface, Fifth Edition, Morgan Kauffman, San Francisco, CA, 1998

[6] K Hwang, and Z. Xu, Scalable Parallel Computing, pp. 2631, WCB McGraw Hill, Boston,

MA, 1998.

[7] SPEC95 Benchmark, SPEC, Santa Clara, CA. (http:/Iwww.spec.o_g/osg/cpu951).

[8] J. H. Howard, M. L. Kazar, S. G. Menees, D. A. Nichols, M. Satyanarayanan, R. N.

Sidebotham, and M. J. West, "Scale and Performance in a Distributed File System," ACM

Transactions on Computer Systems, 6(1), February 1988.

[9] L McVoy and C. Staelin, "Imbench: Portable Tools for Performance Analysis," Proc. Of the

I996 USENIX Technical Conferencel pp. 279-295, San Diego, CA, January 1996.

(http://www.bitmover.com/lmbench/)

147



o o_

0°

o_ o

q

.,-,i
,-.....t

_t[ggI

0

M

t¢'3

O_ "Lv-1 ¢_

4..I cq

_ x_ "_ '_ _'_

[....,0 _ m ,.£q

u°TlelntuTS

/:_ol!uOlAI

0

o
. _,..q

0
r..)

_o
Nm_

D

_'F0

0

Q

o

v

V

148



1999 NASA/ASEE SUMMER FACULTY FELLOWSHIP PROGRAM

JOHN F. KENNEDY SPACE CENTER

UNIVERSITY OF CENTRAL FLORIDA

CONTROL FOR NOx EMISSIONS FROM COMBUSTION SOURCES

Maria E. Pozo de Fernandez, Ph.D.
Assistant Professor

Chemical Engineering

Florida Institute of Technology

Michelle M. Collins, Ph.D., P.E.
NASA-KSC

Environmental Program Office

ABSTRACT

The Environmental Program Office at the Kennedy Space Center is interested in finding

solutions and to promote R&D that could contribute to solve the problems of air, soil and

groundwater contamination. This study is undertaken as part of NASA's environmental

stewardship program. The objective of this study involves the removal of nitrogen oxides

from the flue gases of the boilers at KSC using hydrogen peroxide. Phase I of this study

have shown the potential of this process to be used as an alternative to the current

methods of treatment used in the power industry.

This report summarizes the research done during the 10-week summer program. During

this period, support has been given to implement the modifications suggested for Phase II

of the project, which focus on oxidation reactions carried at lower temperatures using an

ultraviolet source, The redesign and assembly of the modifications for the scrubbing

system was the main objective of this research.

J
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CONTROL FOR NOx EMISSIONS FROM COMBUSTION SOURCES

Maria E. Pozo de Fernandez, Ph.D.

1. INTRODUCTION

Over the years, the nature of the operations at the Kennedy Space Center including the

use and handling of hazardous propellants and toxic substances have contributed to air,

soil and groundwater contamination. Today better knowledge in the handling of

hazardous and toxic materials and stringent regulations about their use and disposal has

minimized the harmful impact and the risk that these substances pose to the environment.

The Environmental Program Office through the Remediation Group at the Kennedy

Space Center is interested in finding ways to obtain immediate and permanent solutions

to these problems. Nitrogen Oxide (NOx) emissions are a primary criteria pollutant

regulated by the USEPA. KSC is permitted to emit approximately 60 tons of NOx

annually under their Title V air permit. NASA is pursuing R&D to minimize the

detrimental environmental effects of KSC operations on the environment. This study is

undertaken as part of NASA's environmental stewardship program.

This study involves the removal of nitrogen oxides from the flue gases of the boilers at

KSC. The primary focus of the research is the conversion of NOx to nitrogen acids for

the purpose of scrubbing them from the gas stream. NO is virtually non-soluble and NO2

is only slightly soluble; however, nitrogen acids (HNO2 and HNO3) are highly soluble

and can be removed via scrubbing. Phase I of this study was completed in December

1998 and consisted of oxidation of the NOx at high temperatures (-930 °F). Phase II

began in January 1999 and is expected to be completed by December 1999. Phase II will

focus on oxidation at lower temperatures utilizing an ultraviolet (UV) light source. Key

to the success of this study is optimizing the scrubber operation. The redesign included

the following: 1. Conversion of batch to continuous reservoir flow. 2. Lower

temperatures in the scrubber recirculation system. 3. Continuous and Batch caustic feed.

4. Providing for sampling and analysis in-line. 5. Increase recirculation flow rate.

Support was also provided in the coordination, implementation, assembling, logistics and

follow-on procedures for the changes needed in the Reaction Zone of the Unit and in

other areas of the project. This report summarizes the research done during the 10-week

program at NASA-KSC. During this time the whole unit was assembled, with the

exception of the LFv" lamps. Hydraulic tests were carried out at the scrubbing system.

v

2. BACKGROUND

Laboratory studies have demonstrated that hydrogen peroxide (H202) when injected

under proper conditions into hot gases of the exhaust stream it oxidizes nitric oxide (NO)

into NO2, HNO2 and HNO 3. The formation of nitrogen acids allows for more

inexpensive methods of post treatment for nitrogen removal, such as, scrubbing. Sulfur
V
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dioxide can also be addedto the combustionsourceto simulate the exhaustof an
industrialpowerplant.

Theprimaryreactionsthatareexpectedto occurduring thisprocessareasfollows:

H202 _ 2 OH
NO2+ SO2_ NO + SO3

Hydroxyl-RadicalReactions:
H202+ OH

NO + OH
NO + OH

NO2+ OH
SO2+ H20 + OH _ HSO3,H20

Hydroperoxyl-RadicalReactions
NO + HO2=:>HNO3

NO2+ HO2=>HO2NO2
SO2 + HO2 _ SO3 + OH

HO2 + H20

NO2 + H

HNO2

HNO3

[2.11

[2.2]

[2.3]
[2.4]
[2.51
[2.61
[2.7]

[2.8]

[2.9]

[2.10]

To simulate the kinetics of the process, several parameters are needed, such as, activation

energies, reaction temperatures, reaction intermediates and reactor flow regime, just to

mention a few. Analysis of the reactions through reaction modeling determined that

these reactions should take place within 0.1o0.3 seconds. The model used did not

consider the effect of sulfur dioxide added to exhaust gases.

To demonstrate the viability of such process, researchers at NASA-KSC and the

University of Central Florida (UCF) joint efforts to implement this process from a

laboratory scale to a pilot plant scale. The experimental setting is located at the KSC

Central Heat Plant (CHP).

Phase I of this project was performed on a 35 mmBTUH natural gas boiler. The fuel

used consist mainly of methane and varying amounts of ethane, propane, butane, a sulfur-

containing mercaptan added to natural gas, and inerts, such as, nitrogen, carbon dioxide

and helium. When burning natural gas the major pollutant in the exhaust gases is mainly

NOx. The percentage of NOx presence depends on the temperature of the combustion

chamber as well on the fuel/oxygen ratio.

Part of the flue gas was diverted to the experimental apparatus consisting of different

sections: Injection Zone, Reaction Zone, Quenching and Scrubbing. At the Injection

Zone hydrogen peroxide (H202) was injected to the system. Also NO and SO2 was

added to the exhaust gases to simulate the composition of a flue gas from an industrial

power plant. Once passed the Injection Zone the mixture of flue gas, NO, SO2 and

(H202) went through an auxiliary gas burner to bring the slip stream gases to the desired

reaction temperature. From this point, the gases went through the Reaction Zone, where

the conversion of NO to NOx and nitric acids took place. The Reaction Zone consisted
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of a 12-inch diameter, 8-ft long stainless steel pipe, having sampling ports and

thermocouples distributed along its length. Reactions could be carried out up to 500 °C.

The reaction products and by-products passed then through the Quenching system, where

water was added to cool off the gas mixture before entering the Scrubbing System. The

scrubber was a packed column consisted of an 8-ft tall acrylic column with a 6-ft bed

depth. 1-inch Hyflow 25-7 polypropylene tings were used as packing material. The

scrubber had a 30x60x30 inch 3 reservoir, a l ZA - inch PVC recirculation line with a

Hayward diaphragm valve, a by-pass valve, a V2 HP submersible pump and reservoir

drain and sampling port. Sodium bicarbonate was used to control the pH of the fluid at
the reservoir.

Data Acquisition System (DAQ) using LabView software from National Instruments was

used to obtain instant readings of the key parameters in the process. Figure 2.1 shows the

schematics of the experimental system as the computer monitor displays it.

HOX Emission Reduction Test

1"

Data _enarnej _ _.mm ]
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Figure 2. I. Schematics of the Experimental Process (Phase I)

Several runs were made with this experimental configuration changing the following

variables: Reaction temperature, NO, SQ and H202 concentration, NO/ H202 ratio,

SO2/H202 ratio and residence time.

152



The results obtained during Phase I were encouraging but some modifications would be

required in order for the system to perform to the optimum expected values. The

conversion from NO to NOx worked very well, getting conversions greater than 96% for

NO/ H202 ratios of 11. Conversion from NO2 to nitric acids was not as high as

expected. Operating the reactor at high temperatures and having the surface of the

stainless steel reactor without any type of coating could have been part of the problem.

Some authors believe that iron can act as a catalyst leading to reverse reactions. The

removal of the nitric acids by the scrubber was not as efficient as expected. The

scrubbing system was never optimized for the kind of removal required by the process.

The submersible pump provided was under-specified, since the rates of liquid flow

recommended for optimal scrubbing operation were never achieved. The implementation

of these modifications led to Phase II of the project.

3. EXPERIMENTAL

Based on the results obtained during Phase I, several modifications were proposed for

Phase II of the project. The sections to be re-designed are the Reaction Zone and the

Scrubbing System.

Reaction Zone: The modifications proposed for the reaction zone were as follows:

1. Coating of the reaction zone pipe:

It was proposed to coat the interior of the 12-inch diameter, 8-ft long stainless steel pipe

with a boron-nitride paint to prevent the release of iron during the reaction. From

findings in the literature it has been suggested that the use of this kind of paint will help

in the NO2 to nitric acids conversion. The paint selected was high temperature ceramic

boron nitride paint from Carborundum.

Before the pipe could be sent to the paint shop, it was necessary to dismantle the

apparatus previous configuration. In order to do that, several groups within KSC needed

to perform several tasks in an orderly manner. First the "insulators" needed to take care
to remove the insulation in order to have access to the pipe. Once the insulation was out,

the bolts that held the pipe flanges in place, the thermocouples and sampling ports needed

to be removed. This turned out to be a big problem, since some of the bolts were

corroded and "frozen" in place. Once this task was accomplished, personnel from

"Heavy Equipment" needed to move the pipe to the paint shop. To carry out the whole

process until the pipe finally arrived to the paint shop took several weeks.

The process of painting the pipe with the boron-nitride paint was not as simple as one

could think. On a first attempt the pipe was painted without any prior surface treatment.

It turned out that the paint did not adhere well to the surface of the pipe and it did not

have a smooth finish as expected. The paint could be easily scratched from the surface.

Also, there were brown spots (pitting) all over the interior surface of the pipe, which were

not expected to appear. It was proposed to re-paint the pipe but this time the surface to

be painted was sandblasted in order to provide a better surface preparation for adhesion.
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Thin coats of paint were added to the surface, letting them dry well before each
application. This time, the pipe interior surfacelookedsmootherand the paint showed
good adhesion. Still the brown spots appearedthis time. After some debate,it was
demonstratedthat the"brown spots"were signsof corrosionoccurringat the surfaceof
the pipe. The facility where the pipe was painted did not have a "controlled
environment"room,meaningthat thepipewasexposedto humidity andheat,which are
quite high during the summermonths in Florida. To prove this point, two identical
smallerpipeswere paintedandone was let dry outdoorsand the other one wasplaced
insidein anair-conditionedroom. The first pipeshowedsignsof corrosionthevery first
day,whereasthe secondpipe seemedfine. By talking to the vendor,pitting shouldnot
occurat all. He alsosuggestedthat thepipeshouldbeheatedat a high temperatureprior
paintingthe surface. This would ensurethat the surfacewould havethe "enamel" type
finishdesired. It wasconcludedthat evenwith thecorrosionspots,thepipe wasreadyto
beput back in place. Figure 3.1 showssurfacefinish of the reaction zoneprior to be
takenbackto theCentralHeatPlant(CHP).

Figure3.1. ReactionZonesurface

2. Use ofUV lig.h__:

It was suggested to use UV light as a heat source to carry the reaction at lower

temperatures. Two UV lamps were bought from Calgon in Canada. In order to

accommodate the lamps, a spool was designed and plates were welded to ensure the

proper alignment of the lamps. The spool was made of a 12-inch diameter, 2-feet long

stainless steel pipe having end slotted flanges to be bolted between the Injection Port and

the Reaction Zone. It took several weeks before the spool was ready to send to the paint

facility due to a delay on shipment of the plates that needed to be welded to support the

lamps. Once the welding was finished, the spool was sent to the paint facility where its

interior was sandblasted and coated with the ceramic boron nitride paint as it was done
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for the reaction zone. Since the spool was made of a new pipe, it did not show as much

pitting as the reactor zone did. The method for painting the spool was the same as the

one used to paint the other pipe. Once the spool was painted, both the spool and reaction

zone were delivered to the CHP plant to be mounted in place. This time, special

precaution was taken to use anti-seize compound in the bolts used, to prevent rusting.

Figure 3.2 shows the spool and reaction zone in place. The picture also shows the

thermocouples in place, the new sampling ports and part of the system with the new
insulation.

Figure 3.2. Reactor zone and spool in place

Once the whole unit was in place, new insulation was placed over the reaction zone. The

delivery of the lamps was delayed for almost two months. Several problems in the

fabrication of the lamps itself and its power supply system delayed the shipment. The

lamps and power supply were delivered during the final week of the Summer Program.

Figure 3.3 shows the reaction zone and spool with the UV lamps in place.

Figure 3.3. System with insulation and UV lamps in place
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Scrubbing System: Gas absorption is a mass-transfer operation where a soluble vapor is

absorbed by means of a liquid in which the gas is more or less soluble. This operation it

is commonly known as scrubbing. The apparatus used in gas absorption is the packed

tower. The packed tower has gas inlet and distributing space at the bottom, liquid inlet

and distributor at the top, gas and liquid outlets at top and bottom, and it is filled with

solids of different shapes called packing material. The purpose of the packing material is

to provide a surface for good contact to favor the mass transfer between the liquid and the

gas. The packing could be placed inside the tower in a random manner or in order. The

packing should be inert to the fluids used in the process.

V

A configuration of the tower previously mentioned is counter-current since the liquid and

the gas flow in opposite directions. A good contact between the liquid and the gas is

important to obtain the desired efficiency of the process. The optimum liquid and gas

flow rates through the column depend on many factors, such as, the type of packing, the

depth of the packing, number of packing stages, etc. Two common problems that are

present in packed towers are channeling where the packing surface could be dry or

covered by an stagnant film of liquid, and flooding when the column is filled with liquid.

Every packed column has its own hydraulics, meaning the points of loading and flooding
which limits the flow rates within the tower. To characterize a scrubber several factors

has to be taken into consideration, such as, components to be separated, type of packing,

characteristics of the packing, mass transfer properties of the components to be separated,

temperature of operation, gas and liquid flow rates within the column, just to mention a
few.

The scrubber used during Phase I of the project was designed and manufactured by

Rauschert Industries, Inc. Based on the parameters supplied, they estimated the size,

material, packing material, optimum gas and liquid rate within the column and the

operation temperature. The scrubber specifications were given in section 2. The packing

material selected by the vendor was 1-inch Hyflow 25-7 polypropylene rings. This

packing material is proprietary, meaning that its characteristics and hydraulic behavior

can not be found in the open literature. Once the vendor specified the unit, it

recommended-500 scfm for the gas rate and 35 gpm for the liquid rate. Since the

recirculation pump provided with the unit was under-specified the maximum liquid flow

achieved was approximately 15 gpm, which proved to be too low for the scrubber

operation.

An attempt was made to get information from the vendor in relation to the hydraulics of

the packing material to perform calculations to obtain the optimal relationship for the gas

and liquid rates at the temperature of separation. For a given system and packing

material a characteristic curve relating the HTU (height of transfer unit) and gas flow rate

can be obtained. With the gas flow rate and mass transfer data the optimum liquid flow

rate can be obtained. Unfortunately, the system used in the scrubber is quite complex,

since there are several components present and also sodium bicarbonate is added to the

reservoir to maintain a favorable pH. The changes made in the scrubber were based on

the original design but providing some improvements. (See Figure 3.4)
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Figure 3.4. Schematics of the Scrubber Modifications

First, the scrubber was re-designed for continuous operation having inlet, outlet and

recirculation lines. Fresh water was introduced in the system through the inlet line. Two

Hayward diaphragm valves control the flow through the outlet line and the recirculation

line in the system. Mass flowmeters hooked up to the DAQ provided accurate flow

measurement at the inlet, outlet and recirculation lines. The lines were made of 1¼ - inch

PVC pipe and fittings. Check valves were place in each line to prevent back-flow.

Liquid recirculation was provided through a new 1-HP pump, able to deliver 35 gpm if

desired. The system was tested for leaks and it worked fine.

A continuous and batch caustic feed was also added to the system, to provide versatility

in the operation mode. For continuous operation, a reservoir for the caustic solution was

connected to a peristaltic pump to deliver the solution at a given rate. If it is needed, a

funnel was provided to introduce sodium bicarbonate to the reservoir in large quantities.

The submersible pump at the reservoir provides continuous mixing of the tank fluid and

the caustic solution added to the tank. Figure 3.5 shows the actual scrubber with the

modifications.

Variables: Once the UV lamps are connected and the whole system is ready for

operation, several parameters will be varied. The parameters to be varied are as follows:

1) Reaction temperature: Test will be carried at three temperatures 350, 400 and 450 °F.

2) Location of Injection point: It is very important during the first test to locate the

optimum position for the injection of H202.3) NO2/H202 ratio. 4) SO2/H202 ratio. 5) pH

of the scrubber reservoir solution. 6) Recycle flow at the scrubber.
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Figure 3.5. Actual Scrubber with Modifications

4. CONCLUSIONS

The objectives during this study were accomplished. The modifications suggested for

Phase II of this project were implemented. Once the UV lamps are properly connected,

the whole unit will be ready for testing. The scrubber modifications are in place and the

unit will be able to deliver the required liquid flow rate of 35 gpm. A continuous/batch

caustic feed was added to the system.
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ABSTRACT

The multimode fiber bandwidth enhancement techniques to meet the Gigabit Ethernet standards

for local area networks (LAN) of the Kennedy Space Center and other NASA centers have been

discussed. Connector with lateral offset coupling between single mode launch fiber cable and the

multimode fiber cable has been thoroughly investigated. An optimization of connector position

offset for 8 km long optical fiber link at 1300 nm with 9 gm diameter single mode fiber (SMF)

and 50 gm diameter multimode fiber (MMF) coupling has been obtained. The optimization is

done in terms of bandwidth, eye-pattern and bit pattern measurements. It is simpler, is a highly

practical approach and is cheaper as no additional cost to manufacture the offset type of

connectors is involved.
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OPTIMIZATION OF CONNECTOR POSITION OFFSET FOR BANDWIDTH

ENHANCEMENT OF A MULTIMODE OPTICAL FIBER LINK

Banmali S. Rawat

1. INTRODUCTION

Recently there has been a demand for increased data transmission rate of local area networks

(LAN) in the form of new Gigabit Ethernet standards. These high-speed optical links are

required for offices, buildings and campus backbones. One of the most important requirements

of these high-speed links is low cost, which can not be achieved by replacing the existing narrow

band MMF by large bandwidth single mode fiber links. Unfortunately the bandwidth - distance

product of these multimode fiber links is limited due to modal dispersion. It has been observed

that even at 1300 nm wavelength for low dispersion MMF, the maximum bandwidth capacity for

62.5 p.m diameter multimode fiber is only 500 MHz.km for over-filled- launch (OFL) conditions

which is far short of the required 1 GHz.km. The modal dispersion in the MMF is caused due to

various propagation paths for different modes. The higher order modes travel farther away form

the fiber axis thus taking longer time to travel the same distance as the lower order modes

traveling close to the fiber axis. This time difference in traveling modes results into pulse

broadening or dispersion, which reduces the fiber capacity. Haas and Santoro [1] in 1991

reported a method to overcome this problem in MMF by using single-mode launching to

multimode to single -mode reception. The idea was to launch only fundamental mode into

multimode fiber and filter out the fundamental mode on reception. This splicing provides larger

bandwidth but results into heavy signal losses especially at the receiver splice due to energy

losses in higher order modes. Later these authors proposed another scheme of selective

excitation of higher-order modes by using single mode fiber launch into multimode fiber at an

angle as shown in Fig. 1, [2]. This method provides fairly good improvement in the bandwidth

but maintaining the angular offset under vibrations is not easy. In an another SMF to MMF

launch technique, a small launching spot is radially offset from the MMF core, Fig. 2, [3]. In this

technique the authors have experimented three methods of launching light from SMF into MMF.

The first one uses two lenses, an initial collimating lens followed by a focusing lens so that the

spot size at MMF can be varied. In the second method a fiber lens is placed close to the MMF

end resulting in a very small spot. In the third method, the SMF end is placed against the MMF

with an offset. These methods provide up to four times bandwidth enhancement even with large

number of fiber modes being propagated. However, focusing the spot on MMF under vibrations

and other ambient conditions may be difficult. The method under investigation at KSC uses the

SMF to MMF launch using connector position offset rather than simple fiber offset. The

connector position offset is simple, highly practical, sturdy, cheaper as no additional cost to

manufacture the offset connector and is easy to fabricate and maintain even under adverse

conditions. The main drawback of offset connector launch is the attenuation of the signal and

introduction of noise. Therefore in order to maintain proper signal to noise ratio, the
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optimization of offset is very important. The main objective of this project is to do an

experimental study of the optimization of connector position offset for bandwidth and attenuation

of optical signal at higher bit rate.

COUPLER

i --\

/a .-

Fig. 1. Angular offset coupler for SMF to MMF launch

SMF _=T T_;

MMF _'__)

Launching

Fibre c_re Fibre cladding

(a) Three different launching schemes (b) Realization of offset launch

Fig.2. SMF to MMF coupling using radially offset launching spot

2. BASIC CONCEPT AND ANALYSIS OF OFFSET CONNECTOR LAUNCH
TECI-INIQUE

The basic concept of offset launch is to excite only a group of all the modes of the MMF at the

launch thus reducing the pulse broadening due to lower modal dispersion. This lower modal

dispersion results into increase in bandwidth. It is observed that the relative propagation delay is

dependent on the refractive index profile of MMF and mode group order in the fiber as shown in
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Fig. 3. It is evident that the resulting pulse broadening can be reduced by considering a selective

excitation of modes as the modal group delays change linearly with mode number [5]. Also the

higher order mode groups contain more modes than the lower order ones. It means the selective

mode excitation still propagates larger number of modes resulting into reduced modal noise

along with reduced dispersion. However, the noise is certainly higher compared to OFL

condition, therefore the optimization of connector position offset is necessary. The modal

propagation constants and delays can be determined for MMF with a pure "power law" refractive

index profile and through analytic solutions [4]. The effective number of excited fiber modes are

given as

m= (]_ai) 2 / ]_a_ 2 (l)

where ai is the power in the i th mode. The mode dependent losses are obtained from loss

coefficient of the type [3],

Pv. = exp ( x.R2YvB ) (2)

for LPv_t th mode with x and y as fitting constants and R2v_t as the relative propagation constant

given as

2R v. V2. [ n¢or_/ ( n¢o_¢- nd_d ) ] [ 1- 132v../ k2o nZ¢ore] (3)

where nco_ is the refractive index at core center, nd._d is the cladding refractive index, [3,,_ is the

propagation constant and k0 is the free space wave number. The fitting constants x and y are _ -7

obtained by fitting the function to the experimental data of the dependence of detected power on

the launch position.
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Fig.3. Relative propagation delay for various mode groups as a function of refractive index

profile parameter o_, with fiber diameter of 50 gm and 1300 nm wavelength ( Ref. [3] ).
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If all the modes of a MMF are not excited perfectly, the bandwidth varies due to changes in the

launch power distribution. The tuning or excitation of the modes in the fiber is determined in

terms of differential mode delay (DMD) measurement [5]. The DMD measurement is important

for determining and improving the performance of MMF as any variation in the refractive index

profile from the optimal refractive-index profile is easily determined by measuring DMD

compared to measuring refractive-index profile. At the same time the noise for offset connector
condition increases due to reduced number of modes. Under OFL condition, the noise is reduced

due to noise phase cancellation of various modes while for offset condition this cancellation does

not take place due to reduced number of modes.

3. EXPERIMENTAL STUDY OF OFFSET CONNECTOR UNDER INVESTIGATION

AT KSC

The offset connector under study at KSC consists of a standard FC type connector at the end of

input SMF coupled to a standard ST type connector at the end of output MMF. This connector

assembly is housed in a 12.4-cm long cylindrical metallic container. The input SMF (yellow

color) in the form of a cable has a diameter of 9 gm and is about 10 m long while the output

MMF (orange color) also as a cable has a diameter of 50 gm and length of 8 km. The complete

offset connector assembly on a positioning system is shown in Fig. 4. The input power from the

source is kept at about - 0.35 dBm and the output power at the end of 8 km long cable for no-
offset condition is about - 8.3 dBm i.e. a loss of 7.95 dB in the fiber. For offset conditions the

power at the end of 8 km long MMF cable depends on the size of offset. The measurements of

bandwidth, bit- pattern and eye- pattern were conducted using offset connector coupler. For

comparison purpose all the measurements were conducted for 500 and 700 Mbps signals at 1300

nm wavelength. It is to be noted that the measurements in the Gbps range could not be

conducted as the signal generator in this range was not available in the KSC- Optical Fiber

Laboratory at the time of these experiments. The block diagrams of attenuation, bandwidth and

data-rate/eye-pattern measuring systems are shown in Figs. 5 (a), 5 (b) and 5 (c).

Fig.4. Offset connector assembly on positioning system
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As shownin Fig. 5 (a),theattenuationwasmeasuredwith thehelpof HP 8340lightwavesource,
ANDO AQ-1965opticaldetectoror sensorandANDO AQ-1135E powermeter. The bandwidth
measurementsystemasshownin Fig. 5 (b), consistsof HP 8340A lightwave source,HP 83410
lightwavereceiver,HP 8702lightwavecomponentanalyzerandHP 85047S-parameterset. The
lightwave source is modulated with RF signal coming from lightwave receiver through
componentanalyzerandS-parameterset. The offset connectorunder investigationis connected
to 10m long SMF at the input sideandto 8 km long MMF at theoutput. The optical outputat
the end of 8 km long MMF is automatically measuredfor various frequencies.The main
componentsof thedatarateandeye-patternmeasuringsystemshownin Fig. 5 (c) are:BBC-50
T, 1300 nm laser transmitter,BBC-51 R-332-198 optical receiver, Anritsu error measuring
equipment with ME 522 A optical digital transmitter/receiverand Tektronix 11802digital
samplingoscilloscope.
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(a) Attenuation measurement
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(b) Bandwidth measurement (c) Eye-pattern and data rate measurement

Fig.5. Block schematics of measurement set-ups

4. RESULTS AND DISCUSSION

V

The 3-dB bandwidth of the signal and received power for 10, 20 and 30 gm offset positions are

shown in Fig. 6 while Table 1 represents these values for all the measured offset positions as well

as percentage increase in bandwidth and the fiber capacity. Due to page limitations only a few

representative experimental figures are being provided. As expected the bandwidth increases

when the offset is increased but at the expense of received power. It is observed that in

comparison to the bandwidth at 0 gm offset the percentage increase in the bandwidth for 20 gm
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offset is 136.56 which is slightly less than the maximum value of 139.53 for 25 I.tm offset. But

the received power at 20 gm offset is 6.3 dB higher than the 25 gm offset. For higher offset

values not only the power decrease but the bandwidth also decreases. Thus the 20 gm offset can

be considered as an optimization point where the received power of -20.4 dBm is also within

acceptable limit.
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Fig. 6.3-dB Bandwidth and received power for different offset positions

The improvement on bandwidth due to connector offset position can also be visualized from

digital perspective of the signal transmission. This has been experimentally obtained in the form

of eye-pattern and bit-pattern as shown in Fig.7 for some selected offset positions. Table 2
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summarizes the effect of offset on eye-opening and percentage noise jitter for 500 Mbps and 700

Mbps signal transmissions for all offset positions.

Table 1-

Offset

Bm

0

3-dB Bandwidth and received power for various offset positions

3-dB Bandwidth % Increase in Received

MHz BW Power

5

10

15

153.11

187.13

237.27

272.47

22.22

54.96

77.96

dBm

-8.3

-10.0

-10.3

-11.8

20 362.19 136.56 -20.4

25 366.75 139.53 -26.7

30 342.25 123.53 -28.3

V

Table 2- Eye pattern size, pulse rise time and noise jitter for various offset positions

Offset

ktm

5

10

15

20

25

30
, • ...... -

Hor Ver

ns mV

1.375 143.75

1.656 325.00

1.750 325.10

1.688 350.00

1.719 337.50

1.698 305.50

1.688 287.50

For 500Mbps

Eye pattern size Rise
time

ns

2.4688

2.8125

0.9575

1.4375

0.5313

0.5527

0.5625

Jitter

%

31.25

18.19

12.50

16.63

14.06

15.13

15.63

For 700 Mbps

Eye pattern size Rise

Hor Ver

ns mV

0.850 162.50

1.150 237.50

1.126 262.50

1.175 487.50

1.061 275.50

0.913 181.25

Time

as

Jitter

%

2.1875 ---

1.7525 40.50

1.0938 19.50

1.0655 21.22

0.9375 17.75

0.9885 25.77

1.1250 36.16

V

From Fig. 7 and Table 2, it is evident that the eye-pattern opening is maximum for 20 p.m offset

resulting into higher bit rate performance of the fiber. For higher values of the offset the noise

level goes up, thus reducing the eye opening. This is also indicated by the lowest value of noise

jitter in the Table. For zero offset condition the noise level becomes very high as large number

of modes propagate in the fiber resulting into very high dispersion and noise. At the same time it

is also observed that the pulse rise time for 20 gm offset is only 0.9375 ns and the noise jitter is
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17.75%,which are the lowest of all the values indicating lower dispersionand noise. After
comparingthe signaltransmissionsat 500 Mbpsand700 Mbps it is noticedthatthe offset does
notmakemuchimprovementon500Mbpstransmission.

Eye-pattern Bit-pattern

!¢ i. ll'r. _lt

417.v [ ....I I ,t7
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/ i ! i I .i i _ j

....L_L__L. i i _ i i _. i

(a) 10 gm offset

ii

U L' !

(b) 20 I.tm offset

"'I 1 ' _ _ i i '

(b) 30 l.tm offset

Fig. 7. Eye- and bit- patterns for different offset positions
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5. CONCLUSION

Basic concept and analysis of an offset connector launch technique has been thoroughly

investigated. The connector position offset has been experimentally optimized at an offset of 20

gm where noise and received signal levels seem to be within acceptable limits. It is important to

note that the positioning system used in the experimental study was not very precision one and

also the experiments have been conducted for 700 Mbps signal transmission rather than 1 Gbps

or greater as required by the Gigabit Ethernet standards. It is recommended that before

implementing this technique for KSC and other NASA centers further investigations regarding

noise, differential mode delay and vibration effects with utmost precision should be conducted.
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ABSTRACT

The growing emphasis on affordability for space transportation systems requires the assessment of new
space vehicles for all life cycle activities, from design and development, through manufacturing and

operations. This paper addresses the operational assessment of launch vehicles, focusing on modeling the
ground support requirements of a vehicle architecture, and estimating the resulting costs and flight rate.

This paper proposes the use of Activity Based Costing (ABC) modeling for this assessment. The model
uses expert knowledge to determine the activities, the activity times and the activity costs based on

vehicle design characteristics. The approach provides several advantages to current approaches to vehicle

architecture assessment including easier validation and allowing vehicle designers to understand the cost

and cycle time drivers.
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OPERATIONS ASSESSMENT OF LAUNCH VEHICLE ARCHITECTURES USING

ACTIVITY BASED COST MODELS

Alex J. Ruiz-Torres

1. INTRODUCTION

The research and design of the next generation launch vehicles (LV's) continues as NASA and industry

recognize the potential commercial uses of space and space-based transportation. However, these
potential uses cannot be realized until the cost to access space is reduced by several orders of magnitude

[1]. In order to achieve this, and based on experiences with the only existing reusable LV (Shuttle) and

several expendable LV programs, the design process has evolved and parameters like operability,
maintainability, and life cycle costs are critical measures of performance for the evaluation of new LV

architectures [2].

The prediction of costs and other operations related parameters for a LV architecture/concept is a

complex problem. This is because launch vehicles are inherently very complex systems [3], design

architectures are based on new technologies where limited cost/operations knowledge exists, and the
"true" reliability, maintainability, and operability of a concept vehicle are difficult to predict. In addition,

at the architectural/concept design level a limited set of design characteristics are defined, limiting the
input side of the equation. In spite of these limitations, the development of cost assessment - operation

focused models is required to truly understand the affordability of new launch systems. Ground
operations account for a large portion of the cost of shuttle and ELV's operations. In addition, models that

asses early at the concept level are essential as decisions made at this stage of design typically have a
significant effect on life cycle costs and other operation parameters.

The need for operation assessment models has prompted NASA's John F. Kennedy Space Center,

industry, and academia to form a team (Vision Spaceport) to address these issues [4]. The efforts of the

Vision Spaceport team have resulted in a prototype model toolkit that assesses the spaceport requirements
driven by a LV architecture. The tools developed by this team provide a "sense of direction" Life Cycle
Cost (LCC) based on costs baselines of the Shuttle program and other existing launch/transportation

systems. The tools are founded on knowledge functions that map vehicle characteristics to operational
functions of a spaceport [5], for example the launch function. The tools developed by this team have been

used in two NASA studies; The Space Solar Power Concept Definition Study and The Space

Transportation Architecture Study 99.

An alternative approach to the knowledge based functions used in the Vision Spaceport toolkit is the

development of a knowledge driven Activity Based Costing (ABC) model. ABC techniques have been
used in several cost estimation models for manufacturing; jobs shops environment [6], CIM (Computer

Integrated Manufacturing) environments [7], and electronics manufacturing [8], and supply chain
modeling. In the space vehicle operations environment, an ABC model was proposed by Christenson and

Komar [9] for the modeling and analysis of reusable rocket engines. Their approach focused on detailed

modeling of the activities required to turnaround reusable rocket engines, including the development of

design specific schedules, resource sets, and stochastic characterizations.

In general, all of these ABC models work by first estimating the activities required to produce/operate a

product/device, and then based on these, estimate the labor and other costs associated with these
activities. These models addressed "well defined" environments where technology is at a mature state and
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the effect of design choices is well understood. The problem addressed by this research is the estimation
of activities on an environment were there is limited knowledge of the activities required by a vehicle

architecture, given these architectures are typically based on new and experimental technologies. This
research proposes the use of expert's knowledge to estimate the activities and associated time and cost

parameters. The rest of the paper is organized as follows. The first section reviews the modeling

requirements for operations cost assessment of LV architecture designs. The second section presents a
generic modeling methodology. The third section describes the knowledge requirements to implement the

methodology. The fourth section summarizes the work and discusses directions of future work.

2. OPERATIONS ASSESSMENT MODELING OF LV ARCHITECTURE DESIGNS

The reduction of the cost to access space could open new markets and applications, as for example space
tourism. To achieve the lower cost requirements of a future space transportation system, the assessment of

vehicle concepts/architectures must consider all life cycle costs; design and development, manufacturing,

and production. Design decisions drive to a large extent development, manufacturing, support, and

operations functions, thus models based on design decision can be used to predict all of these areas.
However, the complexity of this assessment process requires the development of multiple models,

capable of estimating the different cost elements, for example a program development assessment model,
a manufacturing assessment model, and an operations assessment model. All of these models should then

be integrated to provide true life cycle costs for a space transportation system.

Operations models (ground operations or spaceport operations) are an important part of the assessment of
new vehicle architectures as they reflect a large portion of the system's recurring costs and will determine

the vehicle flight rate capability. The recurring costs and the flight rate are the result of tasks or activities

that are required during ground operation, for example the preparation of a payload for integration with

the vehicle. Typically the cost and task duration time assessment of these processes is performed by
experienced engineers who employ their knowledge of production and operations technology, methods

analysis, and engineering economics to predict the probable cost and production time of a product [6], in

this case a ground operation activity.

This paper describes a modeling methodology that estimates the flight rate capability and the costs
associated with the spaceport operations for a LV concept/architecture. The research described here

focuses solely on this area given other models have been proposed to estimate manufacturing
costs/production times which could be used to model LV systems [10]. Under the scope of this research,
the spaceport is the environment where a LV operates and is provided the support required to satisfy

customer requirements. The spaceport is defined as the set of functions that enable a space vehicle to

operate and become a space transportation system; from landing (if a RLV) to launch. This includes the

processes required to prepare the vehicle for launch, the processes for payload/crew/passenger ingress and
egress, the processes of integration to other elements (as in the Shuttle system), the processes required to
maintain the vehicle, and the processes required to control during flight. Other functions of the spaceport

include those of payload preparation, logistics, and overhaul maintenance.

3. ACTIVITY BASED MODELING OF LV ARCHITECTURES

The principles of activity based models are the assignment of flow times and costs to a product based on
the activities required for its production. Each activity has an associated activity time and a set of resource
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requirements which determine the cost of the activity. In the operations case, the costs will be based on

the activities required for ground operations and its associated activity times and other activity cost
drivers.

Given the "product" is the operation of a LV concept/architecture with no existing processes (therefore

the actual activity times and costs are not known), the model must predict the activities and the

corresponding activity times and costs. As the information about a concept launch vehicle is limited, only
top level activities can be defined. Studies from NASA and industry [11] have characterized the inputs

from a LV architecture/concept required to assess its operability. While this input list is extensive, it has
not been directly related to specific ground activities, and in most cases the architecture variables that

drive the time and cost requirement for an activity have not been determined.

3.1 Design Driven Activities

This model characterizes a LV architecture/concept by J design variables, for example, engines of the

staged combustion type, engines of the RBCC type, ceramic tile thermal protection system, etc. For
each design variable j there are Nj activities required for flight readiness/operation as for example

leak check, remove and repair, servicing, etc. The LV architecture/concept is also defined by K

vehicle characteristics/operational drivers etk. Vehicle characteristics/operations drivers are for

example the total area that is covered by a type of thermal protection, the weight of the vehicle, the
number of fuel cells in the vehicle, etc. In addition, in some cases the operational driver is the

existence of that variable in the design, thus ak will be a binary variable. For example, a design

variable could be the "existence" of life support systems on board and a possible activity is to service

the systems, thus t_jifesuppo.= 1 in the case of SST and (_lifesupport_- 0 (not tree) in the case of Venture
Star.

Vehicle Concept A

Activities

ot k

Vehicle Characteristics/

Operational Drivers
I

Vehicle Concept B

MPS J [ MPS

APS I J [ APS
(Design Choices)

_S'i Cera_c Tiles ]

%
TPS: SOFI

Inspect
Repair/Remove/Replace
Water Proof

Square area of CT-TPS
# Interfaces on the area

Prepare Surface
Apply
Inspect
Repair

Square area of SOFI-TPS
# Interfaces on the area

Nj
Activities

(Xk

Vehicle Characteristics/

Operational Drivers

I

Figure 1. Example design driven activities
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Figure 1 illustrates the approach for two concepts. Each design concept is based on several design
choices, for example the type of engine used for the main propulsion system (MPS), the type (if any)

of its auxiliary power system (APS), and the type of thermal protection system (TPS) covering its

exterior surfaces. In the example shown, vehicle concept A uses ceramic tiles as a thermal protection

system, while concept B uses SOFI (spray on foam insulator) for thermal protection. The activities for

each approach are different and similarly, the vehicle characteristics/operations drivers of interest are
different.

3.2 Estimating Operational Cost

To determine the operational cost, it is assumed that each activity n of design variable j, referred to as

j(n), has an associated cost Cj(,) which is a function of one or more vehicle characteristics/operations
drivers (la). The cost function for activities could have different forms as required by the activity,

including formulation as a linear equation (1 b) or as non linear equation (1 c).

Cj(.) = f(o_O (l a)

Cj(.) = F2+ Tcq + ACty (lb)

Cj(n) = .k').+ tr_Ctx/_y + A((Xy) 2 (lc)

Note: f_, T,and A are constants or functions.

For example, the cost of inspecting a thermal protection system (TPS) of ceramic tiles may be

formulated by $20,000 + $150 x area of ceramic tile TPS. The $20,000 may be cost of setting up the
equipment and the $150 may be associated with the labor and overhead cost per square foot of

ceramic tiles TPS that is inspected.

By adding up the cost for all the activities, the total operations cost per flight, Cops, can be formulated

(2).

Cops _" Z rn= l..J {Z t=l..Nm C re(t)} (2)

3.3 Estimating Ground Cycle Time

The flight rate is an important characteristic of flight systems which is tightly related to ground

operations. Estimating the flight rate is important as it will help estimate the number of vehicles
required to satisfy customer demand forecasts, and also estimate the proper allocation of design,

development, and manufacturing costs to ground activities. The flight rate is the inverse of the total
flow time of a vehicle over the length of a year, where the total flow-time is the time a vehicle spends

in the ground (ground cycle time) and in space (flight time).

To determine the ground cycle time, it is necessary to first estimate the time of each of the activities

required by the design. It is assumed that each activity n of design variable j, referred to as j(n), has an

associated task time Tj(,) which is a function of one or more vehicle characteristics/operations drivers
(3a). Similar to the cost function, the task time for an activity could have different forms as required

by the activity, including formulation as a linear equation (3b) or as non linear equation (3c).
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Tjc._= f(Ctk) (3a)

Tj(n) = E + FIX, + rI_y (3b)

Tj(,) = E + F_x/Cty + IIoty 2 (3c)

Note: E, F,and II are constants or functions.

For example, the time to inspecting a thermal protection system (TPS) of ceramic tiles may be

formulated by 24 hours + 0.5 hours x area of ceramic tile TPS, where 24 hours may be the time
required to set up the equipment and 0.5 hours is the time required to inspect per square foot of

ceramic tiles TPS given a full capacity of resources (multiple inspecting resources working in

parallel).

To determine the overall flow-time and therefore the flight rate, a network of the activities is

modeled. This is based on the assumption that spaceport (ground operations) is a network of Q

stations, where each station has an unlimited amount of processors. The model also assumes that each

activity j(n) is assigned to one of the Q buckets by variable bj(,), of rangel to Q based on expert's

knowledge. At the top level, stations could be defined by the major spaceport functions as landing,
turnaround, integration, launch, and traffic control during flight. Each processor at a station can only

complete activities for one design variable, thus the lead time at each station is determined by the
longest set of activities for a design variable system assigned to it. This assumes that the resources
assigned to each subsystem are independent are there are no scheduling conflict constraints. The lead
time of the network is the sum of lead times for all the stations.

The cycle time for subsystem j at station q, CZq,j is:

CTq,j =X t=l.Nj (Tj0) if bjo) = q, 0 otherwise) (4)

The cycle time for a station q, CZq is:

CTq = Max _ l..J CTq,rn (5)

The ground operations cycle time is:

GCT = 2: d=t.o CTd (6)

Figure 2 illustrates an example of how the process works for a specific station. Let's assume there are
only three design options for the turnaround module (TPS = Thermal Protection System, MPS = Main

Propulsion System, CT = ceramic tiles, B = Blankets, RBCC = rocket based combined cycle). Each of
these choices have an associated set of activities, activity times, and activity costs (I = inspect, r/r/r =

repair/replace/remove, WP = water proof, S = safe, SIC = service/closeout). The sum of the three
activities for the TPS-ceramic tiles design choice is the one that determines the turnaround cycle time.
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CTtumaround,mps-rbcc

,<__............................................................... _>_...............

I  RBCCSIMP -RBccsII PS-RBccr'r'rIMPs-RBccs'cI
"4............................................................................... _5

CTturnaround

Figure 2. Example: Cycle Time for the Turnaround station

Figure 3 shows an example for the total vehicle flow-time given a set of six stations: TC = traffic
control during flight, Ld = Landing operations, Turnaround operations, payload de-mate operations,

payload integration operations, and launch operations. In the illustrated network, two stations are

parallel: turnaround and P/L de-mate and all other processes are sequential. Note that within each
station there are one or more design driven activity sets as in Figure 2.

<__v_o___u_

7 Payload De-mate

CTtumaround

GCT

2

[P/L Integrate

Figure 3. Total flow-time example

3.4 Knowledge Requirements

The implementation of the described model requires an extensive knowledge base. The generation of

this knowledge base will require the development and validation of a knowledge capture process
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which allows experts from launch and design centers to participate on its development. Figure 4
shows the main knowledge elements required for the development of the model. First, a set of vehicle

design options, focusing on the operational drivers, must be developed. For each of these design

options, a set of activities must be defined as in section 3.1. The next step is to define the cost and
time of each activity based on one or more vehicle characteristics/operations drivers as described in

sections 3.2 and 3.3. The model development also requires the organization of the spaceport by

stations and the assignment of activities to these stations as described in section 3.3. Finally, an area
of additional research is in the development of environment scenarios, where the activities, times, and

costs, required by a design choice change with improvement in reliability, vehicle life, and

technology, and reductions in complexity, similar in operations to an airplane.

D Sig"0ptionj ]

Activity 1

Activity 2

|lActivity 3

Activity X

--I_ Activity Cost Rate Function (s)

-I_ Activity Time Function (s)

---_ Bucket

[ _: :_C_risficS/Operational Drivers

Environment

scenarios

I

Ex_ted Per [Ii

Output (rollup for all activities)1

] Model Major Outputs

Figure 4.Knowledge requirements

4. _SULTS AND FUTURE WORK

The use of an Activity based costing model to asses the operational requirements of new productsjs not a

new concept and could be applied to the assessment of new launch vehicle arch3tecttii'es. B_' using the
knowledge of experts in the areas of spaceport operations and vehicle/technology designers, design driven

activities can be determined, and from there, the time and cost of the activity. The approach allows
vehicle designers to better understand (by looking at the output) the cost and cycle time drivers as they
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can easily observe which design driven activities have the highest costs and task times. In addition, this

approach fosters the development of additional operations knowledge as it "forces" operations experts to

predict the activities (and their cost and time characteristics) that new technologies will require in the

context of the spaceport.
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ABSTRACT

The overall objective of this project is to study reliability and performance of Real Time Critical

Network (RTCN) for checkout and launch control systems (CLCS). The major tasks include (a)
reliability and performance evaluation of Reliable Multicast (R_M) package and Co) fault tolerance

analysis and design of dual redundant network architectta'e.
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1.1

INTRODUCTION

Project Definition
The overall objective of this project is to studyreliability andperformanceof real time criticalnetwork
(RTCN) for checkout and launch control systems (CLCS), with two major components of work to be
focused:

• Reliability and performance evaluation of reliable multicast (RM) package;
• Fault tolerance analysis and design of dual redundant network architecture.

1.2 Background Overview
CLCS includes four major subsystems:

• RTPS, Real-Time Processing Systems
• SDC, Shuttle Data Center
• SIM, Simulation System
• BIN, Business Information Network

Our project is focused on the real-time processing subsystem, which in turn consists of four major
processing components:

• Gateways
• DDPS/CCPs, Data Distribution Process/Command Control Process

• SDC, Shuttle Data Center
• CCWs, Command Control Workstations

To interconnect these processing components together, it involves with construction of three major
network components:

• RTCN, Real time critical network
• DCN, Display and control network
• UN, Utility network

1.3 Application Characteristics
Applications associatedwith RTCN are mainly information exchanges,which include the 10ms
synchronous rate to send messagesfrom gateways to DDPs, CCPs, and SDC, with the patternof many-
to-many multicasting [1], and the lOOms synchronous rate to send messages from DDPs/CCPs to CCWs,
gateways, and SDC, also with the pattern of many-to-many multicasting.

There are two message protocols supported, ACK-based and NACK-basedl In an NACK-based message

stream, a sender does not wait for acknowledgment of the receiver and a receiver sends NACK back if
any message is out of order, The sender will perform retransmission upon receiving NACK. In an ACK-

based message stream, a receiver sends ACK back for every message received, and the sender waits for
ACK, or time-out for retransmission.

1.4 Software Architectures
It is basically a multithreading client-sewer model. The server is a Reliable Multicast OhM) package
running on top of UDP, and clients are application programs migrated from the old LPS and
communicate exclusively via RM server.

V
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On each machine, there exists a single RM server with multiple threads and multiple clients running as
concurrent processes/threads. It utilizes many operating system features, such as Pthread package,
POSIX.4 real-time extension to accomplish priority scheduling, shared message queue to establish
request and response flow, and shared memory to eliminate excessive message copying.

1.5 Network Infrastructure

There are many currently available technologies [2,3,4,5,6]. Among them, the Switched Fast Ethernet
has been selected due to its reasonable cost-performance and adequate functionality. Major products
include Catalyst 2900 Switches by Cisco, BayStack 450 Switch by Bay Network, and SuperStack II
3300 by 3Com. A brief evaluation report is available online.

2 PERFORMANCE AND RELIABILITY EVALUATION

2.1 Testing Goal and Levels
We decide to use the synthetic load to test system at different levels. Consequently, we will compare
the measured capacity limits to the real-word worst case analysis to determine the safety margin. The
three different testing levels are described here and the task of this project is concentrated at the third
level of testing:

• Levd I: Underlying network architecture testing will use Sma_bits to determine port-to-part
capacity

• Level II: Network infrastructure testing uses the standardized transport interfaces, UDP and
TCP to determine the available bandwidth on the top of operating system

• Level Ill'. Network application testing will use the RM package with synthetic
communication and CPU load to determine the available bandwidth from the application
interface.

2.2 Modeling and Performance Evaluation of ACK-based Message Protocol

2.2.1 Testing environment
The testing is set up to have SUN Ultra60 as the sender and SUN Enterprise3500 as the receiver. In
each machine, the RM server is always running as the top priority process and the application clients
are running as the processes with the second highest priority. Each sender is periodically sending the
messages with specified sizes to the receiver. Here, the synchronous rate can be varied from lms to
10ms and the message size can range from 1Kbytes to 64Kbytes, which is the upper limit the RM can
handle.

2.2.2 Testing send/receive of single message stream
We define three important types of metrics in testing of behavior of the ACK based message protocol.

• Response t/me: the time from sending a message by the application client to reach the
receiving side's RM server until receiving the ACK message back at the sending side. It
includes a round trip time of message transmission to assure the arrival of message at the
receiving side, but not guarantee the receipt of message by the application client at the
receiving side.

• End-to-end de/ay t/me: the time from sending a message by the application client to reach the
receiver unlil receiving the message by the application client at the receiving side

• Throughput: the amount of messages to be sent without loss of messages. Here, throughput
can be calculated and measured based on the back-to-back message transmission or periodical
message transmission with the fixed synchronous rate.

In the ACK-based message protocol, the response time is pretty close to the end-to-end delay time. If
the receiving side is heavy loaded, it can have great impact on the end-to-end delay time. On the other
hand, the response time depends on the network traffic. Throughput can be calculated and measured
based on the back-to-back message transmission or periodical message transmission with the fixed
synchronousrate.
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2,2.3 Modeling and analysis

Here, we models the response time tr as a function of message sizes:

t,= c_ + _ * size/_

where, o_= 680 p_s, startup time

13= 103 _ts/Kbytes, transmission time

- (1 + 0.001*size), adjustment factor for large messages
size = message size m Kbytes

And the end-to-end delay time tdis basically proportional to the response time t_.
t_=X*t, where X is about 1.05 to 1.t5

By ignoring adjustment factor _,, the throughput T can be obtained by

T= 1/(c_+ t3 * size)

Theoretically speaking, the throughput can be approximately calculated by assuming the back-to-back
message transmission.

• For a small message of 1K
T= 1/(c_+ 13)= 8 Kbits / 783 _ts= 10Mbps

• For a message of 1OK
T ._ t /(c_ + 1013)= 80 Kbits/17101as _ 47 Mbps

• For a large message of 50K
T = 1 / (a + 50p) = 400 Kbits / 5830 _ - 67 Mbps

Figure 2.1 gives comparison of measured & calculated data.
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Bandwidth in Mbps

tr in us, measured

trin us, calculated

td in us, measured'
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0.8 8 51,2
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1779783 7533

tdin us, calculated 861 1870 7563

30

24
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6143
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0
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@tr in us, measured Iltr in us, calculated

E]td in us, measured Dtd in us, calculated

Figure 2-1 Comparison of measured and calculated data for single ACK message stream

2.2.4 Testing send/receive of multiple message streams
If there are multiple senders in the testing configuration, the background traffic has impact on the

response time of the message stream to be tested, as well as the end-to-end delay time. Both the
background traffic and the message stream to be tested will compete for network switcher's bandwidth

and CPU resources at the receiving side. The end-to-end delay time and throughput defined in the

above can also be applied here.
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t_.m,l_i= t_.,=_ * (1 + 5 / 100)

where, 5 -- background traffic modifier in Mbps
t_._g_o= response time for the single message stream

Figure 2.2 shows how the response time is affected by the various background traffics.
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Figure 2-2 Response time of multiple ACK message streams

Notice that it makes difference when testing ACK-based messages with one primary receiver or with

one primary receiver and one non-primary receiver. How does the number of receivers have impact on
ACK's bandwidth? Next, what is capacity, of receiving many small messages at Enterprise3500 side7

Currently, due to the resource limitation, we have tested 15 streams with message size of 1K, 2K, 4K,
but not 5K. More importantly, the best priority settings to RM server as well as client processes need to

be determined.

2.3 Modeling and Performance Evaluation of NACK-based Message Protocol

2.3.1 Testing send/receive of single message stream
In addition, sending time is a newly defined metric, particularly defined for the NACK-based message

protocol.
• Sending t/me: the time from sending a message by the application

In the NACK-based message protocol, the sending time is very different from the end-to-end delay

time

2.3.2 Modeling and analysis
Here, we models the end-to-end delay time t_ as a function of message sizes:

td = _ + [3 * size / y

where, _ = 500 _, startup time

[3 = 110 _/Kbytes, transmission time
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y = (1 + 0.001*size), adjustment factor for large messages
size = message size in Kbytes

And the sending time t, is less dependent on the size of messages.
t_ = c_' + 13' * size Iy
where, c_' = 280 i_s, start-up time

_' = 20 p.s/Kbytes, transmission time

y = (1 + 0.001 *size), adjustment factor for large messages
size = message size in Kbytes

By ignoring adjustment factor y, the throughput TNA_ can be obtained by
TNAC K _ 1 / (o_+ 13* size)

Figure 2.3 gives comparison of measured & calculated data

Ms_I size in Kbytes
Bandwidth in Mbps

IK
ts in us, measured
ts in us,calculated
td in us, measured
td in us, calculated
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Ir'ltd in us, measured Dtd in us, calculated

Figure 2-3 Comparison of measured and c',dculated data for singel NACK message stream

2.3.3 Testing send/receive of multiple message streams
Similarly, if there are multiple senders in the testing configuration, the background traffic has impact
on the end-to-end-delay time of the message stream to be tested.

T_._,_ti: t<,=e_ * (1 + 5 / 90)
where, 5 = background traffic modifier in Mbps

t_,,,,_ = end-to-end delay time for the single message stream
Figure 2.4 shows how the end-to-end delay time is affected by the various background traffics.
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Figure 2-4 End-to-end delay time of multiple NACK message streams

2.4 Measurement of Throughput

2.4.1 Throughput in ACK-based single/multiple message stream
For the single stream case, the upper limit of throughput without missed messages is measured when the

synchronous rate is varied. Since the maximum allowable size of messages in RM package is of
64Kbytes, the longer synchronous rate cannot saturate the network bandwidth.

• 10ms, 64KBytes, 64"8/10 = 51.2Mbps
• 5rns, 40KBytes, 40*8/5 = 64Mbps

• 2ms, 16K.Bytes, 16"8/2 = 64Mbps
Therefore, the measured throughput is about 64Mbps. Similarly, for the multiple stream case, upper limit

of throughput is measured:
• with 10Mbps, 64KJ3ytes, 64*8/10+10=61.2Mbps
• with 20Mbps, 50KBytes, 50*8/10+20=60Mbps
• with 40Mbps, 25Kt3ytes, 25*8II0+40=60Mbps

The measured throughput is about 60Mbps

2.4.2 Throughput in NACK-based single/multiple message stream
For the NACK-based message streams, the upper limit of throughput without missed messages is

measured when the synchronous rate is varied.

• 10ms, 64KBytes, 64"8/10 = 51.2Mbps
• 5ms, 30Kt3ytes, 30"815 = 48Mbps
• 2ms, 12KJ3ytes, 12"8/2 = 48Mbps
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Therefore,the measured throughput is about 50Mbps. Similarly, for the multiple stream case, upper limit

of throughput is measured: :
• with 10Mbps, 50KBytes, 50*8/10+10=-50Mbps
• with 20Mbps, 50KBytes, 50*8/10+20=60Mbps
• with 40Mbps, 30KBytes, 30*8/10+40=64Mbps

The measured throughput is about 60Mbps, same as ACK one. However, for the single stream case, the

throughput of NACK is even lower than one of ACK. It needs more investigation for performance
verification or implementation explanation.

MJ

3 FAULT TOLERANCE ANALYSIS AND DESIGN

3.1 Different Design of Dual Redundant Network

In general, the dual network can be used in different ways to improve fault tolerance of single point
failures. It has been decided to commact a complete dual redundant network: RTCN-A and RTCN-B.

However, many varieties of design choices exist.

The first approach is _ed the Active/Standby redundant network. RTCN-A is assigned as the active
network whereas RTCN-B acts as the standby network. In normal cases, only one network is fully

operational, thus, no extra load is added to network or CPUs.

The second approach is called fully duplicated redundant network. Both RTCN-A and RTCN-B are fully
operational. For every message, CPU will send it to both networks and the receiving side CPU will
receive whichever comes first and ignore the second arrival one. In this way, it will almost double the

CPU load on both sending and receiving sides.

The third approach is newly proposed in this project, c_led Ping-Pong alternation redundant network.
More details are described follows.

3.2 Ping-Pong Alternation Dual Network

The basic idea of Ping-Pong alternation approach is to use dual networks, RTCN-A and RTCN-B,

alternatively. The design is motivated since there is no increase of CPU load on sending and receiving
sides, especially important for Ultra60 with single CPU. Another design motivation it to low the network
traffic to its half, lighter traffic of network always enhances its performance.

As one of major drawbacks, it makes RM protocol a little more complex. Additional information is
needed on each RM server. We define a boolean variableflag, being Ofor RTCN-A and 1 for RTCN-B;

In each message, we also need a boolean variableflag, being Ofor RTCN-A and l for RTCN-B; We

outline the protocol modification to the Ping-Pong Alternation approach as follows.

ACK-base message stream
message send:

if (flag=:O)
then send to RTCN-A

else send to RTCN-B

flag = .flag

message receive:
select to receive messages from either RTCN-A or RTCN-B

if (message.flag==O)
then send ACK back via RTCN-A

else send ACK back via RTCN-B

• message send time-out:
V
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if (message .flag = =0)
then resend to the other network RTCN-B

increment failCountA to keep record

if failCountA > threshold perform fail over

• NACK-base message stream

• message send:

if 07ag::O)
then send to RTCN-A

else send to RTCN-B

flag = _ag

• message receive:
select to receive messages from either RTCN-A or RTCN-B

• message receive out of order
if(majority of missed message.flag = = O)

then send NACK back via RTCN-B

else send NACK back v4a RTCN-A

• message send getting NACK:

resend the missed message to the network where NACK comes

increment failCount to keep record
if failCount > threshoM perform fail over

Dual redundant network design is only in the initial stage. A prototype is needed to verify correctness

and test different approaches for performance comparison and fail over time measurement.

4 DISCUSSION AND FUTURE WORK
All test data conducted in this project are only preliminary; many places need detailed analysis and

verification [7]. Inadequate application traffic analysis makes thorough performance evaluation
difficult. Detailed information abom application characteristics, both for normal and worst cases, can

be very helpful.

4.1 About Network Switches
The current broadcast-based multicast limits the total bandwidth to 100Mbps. The future VLAN

implementation with the true multicast can help the system to scale up [8]. Prioritization is another
future feature can be used to enhance the real-time critical performance

4.2 About Real-time Message (RM) Package

More formal design specification and verification are suggested [9, 10, 11]. Without loss of concurrency,
the number of threads in the RM server should be minimized. Message buffers are allocated and de-

allocated by different sides of client and server, being efficient but less safety. Use of many nested

mutex locks needs careful investigation.

4.3 About Operating System Level Support
The operating system support is very weak in this project and needs substantial efforts [12, 13]. Solaris'
real-time extension should be studied and evaluated in its behavior and performance. Assigning different

priorities to the RM server and application clients shah be studied on single and multiple CPU machines,

particularly in response time and frequency of context switches. Memory locking behavior and its
impact on performance needs to be testecL Use of shared memory and message queues need more
studies, particularly when created and accessed by different users and applications processes. Behavior

of user threads bounding to kernel processes or lightweight processes should be clarified, especially for
multiple CPUs. Any possible memory leakage needs to be checked and monitored, particularly for
extended run-time.

4.4 Suggestions from Software Engineering Point of View

In general, risk analysis needs more attention in all kinds of levels, including misuse of RM package.
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Formal specification on design, implementation, and testing can be further improvccL Interaction and

integration with the operating system supports should be much encouraged or even enforced to ensure
the system integrity.

Hardware failure was/is a dominant consideration m developing reliable systems. Software complexity
needs more attentions. RM package needs more tightly integration among various subsystems, such as
Health Check, Data Center, Gateways, etc. In addition, is there any potential alternatives to RM

package? The Xpress Transport Protocol (Xtp) provides reliable datagrams and reliable multicast
connections. Many other reliable UDP can offer possibilities.

v

5 ACKNOWLEDGMENT
The author would like to thank the entire CLCS division, particularly to Vincent Mandese, John Porter,
Steve Davis, Terry Ross, Jeff Crowder, and Steve Goodmark for their wonderful help. Many thanks

also go to the KSC and UCF, who made this program possible, particularly Ramon HoMer, Gregg

Buckingham, Jane Hodges, Judie Gilliam, and all other faculty teammates

REFERENCES
l. Kenneth C. Miller, Multicast Networlang and Applications, Addison Wesley, 1999, ISBN 0-201-

30979-3.

2. Darryl P.Black, Building Switched Networks, Addison-Wesley, 1999, ISBN 0-201-37953-8.
3. John J. Roses, SwitchedLANs, McGraw-Hill, 1998, ISBN 0-07-053413-6.

4. Martin Nemzow, Fast Ethernet Implementation andM_gration Solutions, McGraw-Hill, 1997,
IBSN 0-07-046385-9.

5. Jayant Kadambi, Ian Crayford, and Mohan Kalkunte, Gigabit Ethernet: Migrating to ftigh-
Bandwidth LANs, Prentice Hall, 1998, ISBN 0-13-913286-4.

6. Howard W. Johnson, FastEthernet: Dawn of a New Network, Prentice Hall, 1996, ISBN 0-13-
352643-7.

7. Gilbert Held, LAN Performance: Issues and Answers, John Wiley & Sons, 1996, ISBN 0-471-
96926-5.

8. Gilbert Held, Virtual LANs: Construction, Implementation, and Management, John Wiley & Sons,
1997, ISBN 0-471-17732-6.

9. K. Birman, Building Secure and Reliable Network Applications, Manning Publications, 1996,
ISBN 1-884777-29-5.

10. Roger S. Pressman, Software Engineering: A Practitioner's Approach, 4 _ edition, McGraw-Hill,

1997, ISBN 0-07-114603-2.
11. Stephen 1L Schach, Classical and Object-oriented Software Engineering with UML and C++, 4 t_

edition, McGraw-Hill, 1999, ISBN 0-07-290168-3.
12. H. Majidimehr, Opamizing UNLVfor Performance, Prentice Hall, 1996, ISBN 0-13-111551-0.
13. Cockcrofl, Sun Performance and Tuning: SPARC & Solaris, Sun Mierosystems, 1995, ISBN 013-

149642-3.

,,..,,

V

188



1999 NASA/ASEE SUMMER FACULTY FELLOWSHIP PROGRAM

JOHN F. KENNEDY SPACE CENTER

UNIVERSITY OF CENTRAL FLORIDA

A VISUAL EDITOR IN JAVA FOR JVIEW

Ryan Stansifer

Associate Professor

Computer Science

Florida Institute of Technology

KSC Colleague: Steve Beltz (Dynacs)

ABSTRACT

In this project we continued the development of a visual editor in the Java programming

language to create screens on which to display real-time data. The data comes from the

numerous systems monitoring the operation of the space shuttle while on the ground and in

space, and from the many tests of subsystems. The data can be displayed on any computer

platform running a Java-enabled World Wide Web (WWW) browser and connected to the

Internet. Previously a special-purpose program had been written to display data on emula-

tions of character-based display screens used for many years at NASA. The goal now is to

display bit-mapped screens created by a visual editor. We report here on the visual editor

that creates the display screens.

This project continues the work we had done previously. Previously we had followed

the design of the "beanbox," a prototype visual editor created by Sun Microsystems. We

abandoned this approach and implemented a prototype using a more direct approach. In

addition, our prototype is based on newly released Java 2 graphical user interface (GUI)

libraries. The result has been a visually more appealing appearance and a more robust

application.
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1 Introduction

During the operation of the space shuttle, sensors are monitoring many of the subsystems.

This data goes to special hardware at the Launch Control Center (LCC) known as the Com-

mon Data Buffer (CDBF). Lots of data is collected, approximately 30,000 measurements.

These measurements are continually changing--some of them can change rapidly at certain

times. The data is used in monitoring the operation of the shuttle and in analyzing subsys-

tems for safety, performance, technological improvements, etc. Each individual measurement

is given a short tag called a function designator (FD) to identify it.

This Real-time data is monitored on system engineering consoles of then the Control

Checkout and Monitor System (CCMS) in the Launch Control Center (LCC). The PC GOAL

system presents the same data to a wider audience in a format closely resembling the consoles

of the CCMS. The CCP (CDBF Communications Processor) scans the memory of the CDMF

every 2 seconds and broadcasts the data on the LPS Operations Net (LON). This data (and

other data, e.g., FIFO) is relayed to the PC GOAL stations. The PC GOAL stations are

PCs with network hardware running DOS and the PC GOAL software.

The PC GOAL system presents shuttle data on schematic-like screens described by

character-oriented files known as DSP files. Figure 1 shows one of the hundreds of PC

GOAL display screens (no data is been displayed, the character 'X' is filling the character

positions that would be occupied by numerals). Each shuttle mission requires substantial

effort to organize the CDBF, distribute the DSP files, etc. V

2 Jview

The Jview project is motivated by the PC GOAL system to display real-time shuttle data as

conveniently and efficiently as possible. The programming language Java was chosen because

of the easy of writing both graphical user interface (GUI) code and distributed programs.

The Internet is the obvious mechanism to transport the data. The wide-spread availability

of browsers for the World Wide _Veb suggests an obvious user interface for any information

system large or small.

Java code can be transmitted as part of the WWW protocol, just like pictures, sound

and other data. The extreme interest in Java is caused by the ability of browsers to execute

the Java code. These Java programs transported across the Internet and executed locally

by a WWW browser are called applets. Applets add interaction to otherwise static WWW

documents. The Jview project uses applets to form a connection to a Java data manager

that relays the real-time data to the appiet.
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Figure 1" One of PC GOAL's display screen
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2.1 Java applets

The key advantage of using Java applets is that after the applet makes a connection to a

data server only the data is transmitted across the network. This is superior to constantly

transmitting updated pictures (bit maps) as would be required in other approaches, e.g.,

common gateway interface (CGI), server push, etc.

The advantages in using Java are even greater than the technical merits suggest. Ad-

ministratively, the operation of a real-time data service using Java is much better. The Java

applet is written once and executed remotely; no porting has to be done. Also, the latest

version of the applet is always distributed to the user; there is no version control problem.

Finally, the operation of the service is easy as browsers are ubiquitous; no training is required.

V

2.2 Java Programming Language

The Java programming language introduced by Sun Microsystems a mere five years ago

also provides technological advantages. The good network library has been important to

to Jview, as has the good GUI library. This latest version of this GUI library, known as

Swing, was used in the visual editor. This has made it easy to produce an application with a

pleasing appearance and great functionality. On the other hand, the performance of Swing

is noticeably worse than the less sophisticated AWT library used in the previous version of

the visual editor. _: - _ :-..... : ...... _-............... _- :=:: .................. _ ==-

2.3 Jview Operation

The Jview system has been in operation for about two years. Since it emulates the existing

PC GOAL display screens it has been easy for users to use the new system. All the display

screens have the same appearance as the PC GOAL display screens, for example Figure 1.

But advances in computer systems makes it reasonable to expect more sophisticated displays.

It is possible to display the data more realistically with dynamic, bitmapped components:

tanks can appear to be filling, analog gauges can be simulated, sound can incorporated, etc.

Schematic diagrams can be more detailed.

To create these more sophisticated displays we have designed a visual editor. From an

extensible palette of components the user composes a new graphical display for the data.

Pictures and schematics (perhaps made from other tools like Adobe's PhotoShop) can be

imported. Once a screen has been created, the data viewer displays it as well as updates the

components with the individual data values as the data comes in.

It is important to emphasize that the visual editor puts the components together and

does not create the components. At the moment, we have few entertaining components
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Figure 2: View of the editor
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to use with the editor. It is likewise important to emphasize that the components can be

created at anytime and the editor can use them without any change to the editor.

3 Visual Editor

The screen shot of the visual editor is shown in Figure 2. The list of available components

appears on the left side of the workspace. In the workspace are five components. One

is a TextLabel component for a label. Another is the specially created JViewWindMeter

component. A third is the JviewDouble component for numbers; it is currently selected. It

has the solid border around it. The current component always has a property editor in a

separate little window called "property sheet." In this window the individual values for each

property of the component can be set. No real data is reaching the component in the editor.

But the display designer may want to see how the component reacts to some particular data

_...j
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Figure 3: Two layered approach

value. The component may round the value to the nearest degree. Other components might

turn a different color for some values, etc.

Good use was made of the Java Swing component LayeredPane. Using LayeredPane

allowed the workspace to be composed of exactly the components that would be used in the

display of the finished display screen. The extra effects and functionality of the editor were

confined to a second layer that was placed in front. Figure 3 suggests the logical placement

of the GUI components in the Jview editor. Displaying borders or capturing mouse events

is accomplished by the front-most layer. In it a component (usually invisible) is placed in

front of the actually display component.

Components can be widgets from either the AWT library or the new Java Swing library.

These components are both "Java Beans." This means they follow certain programming

conventions. For instance, get and set methods. For each property, say, wind speed, there

is a method, say, getWindSpeed that returns the value of the private variable, and a method

setWindSpeed that sets the value. My using this naming scheme, it is possible for the

editor to manipulate a completely unknown component. The component does not have to

be compiled with the editor at all and can be created long after the editor is deployed.

There is a limit to the type of components suitable for use with Jview. All Jview com-
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ponents access the data through FD's and implement an update method that responds

appropriately to new data values for the FD's.
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ABSTRACT

This report focuses on the development of mathematical models & simulation tools developed for

the Reverse Water Gas Shift (RWGS) process. This process is a candidate technology for oxygen

production on Mars under the In-Situ Propellant Production (ISPP) project. An analysis of the

RWGS process was performed using a material balance for the system. The material balance is

very complex due to the downstream separations and subsequent recycle inherent with the

process. A numerical simulation was developed for the RWGS process to provide a tool for

analysis and optimization of experimental hardware, which will be constructed later this year at

Kennedy Space Center (KSC). Attempts to solve the material balance for the system, which can

be defined by 27 nonlinear equations, initially failed. A convergence scheme was deveIoped which

led to successful solution of the material balance, however the simplified equations used for the

gas separation membrane were found insufficient. Additional more rigorous models were

successfully developed and solved for the membrane separation. Sample results from these models

are included in this report, with recommendations for experimental work needed for model
validation.
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_TRODUCTION

The human exploration of Mars will require the utilization of resources present in the Martian

environment in order to minimize the payload mass imported from Earth. ISPP is a joint effort

through various NASA and contractor organizations aimed at producing fuel for Mars sample

return missions. The primary candidate for fuel production is the Sabatier/Electrolysis process.

Sabatier/Electrolysis produces methane and water from carbon dioxide and hydrogen in a catalytic

reactor. The water is sprit with electroIysis producing oxygen and hydrogen, which is recycled

back to the reactor feed. The product ratio of oxygen to methane produced is less than that

required for a methane rocket, thus giving the need for an additional process to meet the oxygen

requirements. RWGS is a candidate technology for oxygen production on Mars. This report

details this process and describes a simulation model developed to aid in the analysis and

optimization of experimental RWGS hardware which is to be constructed at KSC later this year.

The RWGS design and inherent assumptions are taken from a report prepared by Pioneer

Astronautics, who determined the RWGS process to be a viable candidate for ISPP in a SBIR

project performed in 1997. m The RWGS process flow sheet is presented in Figure 1 below. An

analysis of the process and each of its components follows. Details of the solution procedure used

to solve the conservation equations for the system and sample results from the simulations

performed are also presented.

COz
I

H2 , r _]
CO

0 @-I © @ O" It z

C02

CO 2 Recycle

tt2 0 Compressor

Catalytic I _[Membrane[Reactor] .[Condenser] Separat°r I

Figure 1 RWGS Process Flow Diagram F
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AN OVERVIEW OF THE REVERSE WATER GAS SHIFT PROCESS

The Reactor

RWGS uses carbon dioxide and hydrogen as reactants just as the Sabatier/Electrolysis process,

however the desired products are oxygen and carbon monoxide. The selectivity of this reaction

over the Sabatier reaction or some other side reaction is an issue in the development of RWGS.

Previous work done on the RWGS reaction identified several catalysts with good selectivity. _21

The selection of catalyst can affect the selectivity, rate of reaction and rate of deactivation,

however the chemical equilibrium for any reaction is governed by thermodynamics, in particular

the Gibbs free energy. The expression relating the chemical equilibrium coefficient to the Gibbs

free energy, can be expressed by definition in terms of enthalpy and entropy as:

AG = AH - TAS = R T lnK (I)

For the RWGS reaction equation 1 can be employed to obtain a value of the equilibrium constant

K as a function of temperature: _31

5639.5
lkrl = ei3.I48 ""-"-flu 1.0771n T 5,44x 10 _ T+ 1,125x 10 7 T 2 + 49170r---r- (2)

The value of K is thus solely a function of temperature and is related to the concentrations of the

products and reactants and in terms of conversion of a limiting reactant by the expressions:

K = [CO][H20] = (Oco + X.q)(®,_o + X.q) (3)
[C021 [H21 (Oco_ X¢q) (l -X.q)

The values of Oco, ®too, Ocoz represent the molar ratios of those components to the limiting

reactant in the inlet stream to the reactor (assumed to be H2 in the given case). It should be noted

that the limiting reactant is based on the total feed to the reactor, (recycle stream + fresh feed)

instead of the fresh feed to the reactor. Given a reaction temperature, the value of K can be

determined from equation 2 and the equilibrium conversion determined by solving equation 3,

which is a quadratic in Xoq. The equilibrium conversion is the maximum conversion, which can be

achieved, in a single pass through the reactor.

% J
v

The Condenser

Upon leaving the reactor, the exit gases are sent to a condenser where most of the water is

removed. In determining the compositions of the liquid and vapor streams leaving the condenser,

idealities were assumed. Raoult's Law was used to determine the amount of water in the vapor
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phaseby assumingthatthepartialpressureof thewaterwasequalto its vaporpressure,whichis
readilyavailablein theliterature.Henry'sLaw andcorrespondingHenry'sLaw constantswere
usedto determinethesolubilityandhenceconcentrationof thegassesdissolvedin thecondensed
water.A morerigorouscalculationcouldhavebeenperformedfor thecondenser,howeverit was
felt that theeffort involvedwasnot justified sinceit wouldhaverequiredtheknowledgeof
equilibriumratioswhicharenot readilyavailable,to solvethe 10equationsshownin Figure2.

V Feed to Membrane

(Stream 3)

From Reactor

(Stream 2) F _ Condenser

Effluent

L -_ (Stream W)

(1) YA = KAXA
(2) YB = KBXB

(3) y C = KcXc

(4) YD = KDXD

(5) zAF = yAV + XAL

(6) zBF = yBV + xBL
(7) zcF = yc v + xcL

(8) ZDF = yDv + xDL

(9) XA+x B+x c+x o =1

(10) F = V + L

Variables:

YA YB YcYv = mole fractions in Stream 3
XAXB XcXv= mole fractions in Stream W

V = Total Molar Flow of Vapor

L = Total Molar Flow of Liquid

Inputs:

zA z B z c z o = mole fractions in Stream 2
K AK s K c K D = Equilibrium Ratios = f(T, P, x, y)

F = Total Molar Flow of Stream 2

Figure 2 Equations Required for Rigorous Condenser Calculations

Gas Separation Membrane

As shown in Figure 1 the membrane is directly downstream of the condenser. The use of

membranes for separation of gases is a relatively new technology. In theory, the gas components

can be adsorbed onto the surface of the polymer and providing that there is a concentration

gradient across the membrane, they will diffuse to the low pressure or permeate side. At that point

the gas desorbs from the membrane into the bulk fluid permeate. The type of membrane specified

for this process is composed of hollow fiber polymers. This type of membrane is the most

economical on a surface area per cost basis however other membrane types such as spiral wound

and plate and frame have superior fouling and pressure drop characteristics, t4_

The polymeric membranes separate the components of a gas mixture based on a given

components permeability to the polymer. Permeability for this type of membrane can be defined as

the product of a given components solubility and its molecular diffusion coefficient in the

polymeric membrane. Fick's law of diffusion is the principle governing this separation technique
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as the permeation flux through the membrane is proportional to the concentration gradient across

the membrane. Since both solubility and diffusion are temperature dependent, permeability and

hence mass transfer across the membrane are likewise temper_tture dependent.

In developing a model for the polymeric hollow fiber membranes several approaches can be taken.

Three distinct models are presented here, namely complete mixing, cross flow and counter-current

flow. The simplest model, which is known as complete mixing, assumes the membrane as a single

stage in which the feed is split into the permeate and retentate or residue. The mass transfer rate

for a given component j across the membrane is given by the equation:

m_ = Q_ A (PL.i-Pv._) (4)

Here mj is the mass transfer of component j across the membrane, 04 is an effective permeability

for component j and P*Lj and P*vj are the partial pressure ofj in the feed and permeate

respectively. Specifying the feed to the membrane, the transport equations given in equation 4 can

be rewritten in terms of mole fractions and solved. The solution requires the simultaneous solution

of the overall balance, the component mole balances around the membrane and one of the

constraints that the mole fractions in both the residue and permeate equal unity.

This complete mixing model does not account for the fact that the partial pressures on both sides

of the membrane change as the entering gas mixture proceeds along the length of the membrane

to the exit. In the cross flow model, the membrane is treated as a series of stages in which the gas

is transferred from the residue stream into the permeate, and a variation in the residue

concentration down the membrane is introduced. This adds complexity to the model in that

instead of having a single equation for each component describing the mass transfer across the

membrane, N equations must be written for each component. For a given stage k, equation i can

be redefined in terms of mole fractions for component j as:

Qj (PLk Xj.k - Pv_ Yj,k)
Yj,k = R

m=l

(5)

Here P L,k and xj,k are the total pressure and mole fraction ofj in the feed while Pv.k and yj,k are

the total pressure and mole fraction of j in the permeate. For this model the composition of gas

produced on a stage depends on the upstream compositions, permeances and pressures, however

is independent of the composition of the gas produced downstream in other stages. Discussion of

solving this model is presented later when the algorithm developed is presented.

The counter-current model depicted in Figure 3 is the most rigorous model and also best

describes the true system, which is operated as a counter-current separation membrane. Here as

with the cross-flow model, the system is divided into N stages.
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Unlike the cross-flow model however the compositions change on both permeate side as well as

the residue side. Hence a material balance can be written on any stage k as:

I;,t+l li,k + vj,a.1 vi.k = 0 (6)

V

Feed

LN÷I

X J,N*!

Stage N Stage k+l Stage k Stage 1

Residue

÷ L k.l L t

X J,N X J,k+2 X J,k÷l X J,k X J,2 X J,I

i l i l

J,N U] J,k.l Ill J,k "fl] J,I

Permeat_

V N -- V k,l -- V k -- V _ 1// Vt. _ V o

Y j,_ Y j,N-I Y l,x.l Y j,x Y 1,1,-1 Y j,l Y 1,o

Sweep

Figure 3 Flow Sheet for an N Stage Counter-Current Membrane

Here 1 & v represent the residue & permeate molar flows for component j leaving or entering

stage k. The convention for use of the subscripts referring to k in the above equation is based on

the stage the component is leaving, hence li,k is leaving the k+l stage but it is entering the kth

stage. The transport of component j across the membrane on stage k can be denoted as _,k which

is equal to the difference in Ij,k+l and lj,k. The driving force for the transport is the difference in

partial pressures of the component on each side of the membrane as was given in equation 4. If

equation 4 is written for a general stage k using mole fractions instead of partial pressures the

resulting equation is:

mj,_ = QiAA(Pck xi,_ - Pvk Yi,k) (7)

A is the total surface area divided by the number of stages while the other quantities have been

previously defined. If the mole fractions on a given stage in equation 7 are redefined as a

component flow rate divided by the total flow rate the resulting equation is:

mi,k = tj,k+j lj,k = Q_ AA (Pl'k Ij,k Pv, Yj,_r,_ v_ ) (8)
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When this expression is rearranged and solved for the component flow rate in the permeate Vj,k the

expression becomes:

V Qj AA Pck- k

v ;,k = i l j.k+, (1 + ) I j,k ) (9)
Pvk Q j AA L_

Using equation 9 and substituting for vj,k and vj,k__in equation 6 results in the equation:

B./,_ li,k-1 4- C;,k lj-,_ + Di,k lj,k÷l = 0 (i0)

where:

-Vk-1 Qj zkA PLk.1
B i,_ = (1 + )

Pv k-I Q i ,5,4 Lk.1

-Vk4 Vk Qi AA Pt.k
Cj,k =1 + + (1 + )

Pvk-1 Qj AA Pv_ Q; AA L_

-V_

D j.k = Pv _ _"_j AA l

If equation 10 is applied to each of the N stages, a system of N nonlinear simultaneous equations

is yielded for each component j. Written in matrix form results in a tridiagonal coefficient matrix

where the values for C j,k are on the main diagonal with the values of B j,k and D j,k occupying the

adjacent columns. Since the elements of coefficient matrix, B _,k, C j,k and D j,k are functions of

the variable, residue molar flow rates, nonlinearity is present in the system. The methods for

solution of this model is based on recent literature _sl, in which successive approximations for the

molar flow rates 1j,_, to 1 j.N are used to evaluate, the values of B j,k, C j,k and D j,k until the

system converges. The initial guesses for the molar flow rates in the residue are based on the

solution of the cross flow case.

The RWGS system can be defined by 27 independent material balance equations if the complete

mixing model is assumed for the membrane. Initial attempts to solve the system of nonlinear

equations, which have not been included for brevity, proved unsuccessful. This resulted in the

development of an iterative algorithm in which the recycle stream molar flow rates were used as

tear variables. In other words, an initial estimate was made for these variables and then the rest of

the system equations were solved in succession until new values of the tear variables were

generated. Convergence could then be achieved when the values guessed matched the values

calculated. The first attempts at implementing the algorithm, which is presented in Figure 4,

involved successive substitution of the calculated values of the recycle stream into the guessed

values.
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This method diverged and hence required an alternative tearing method. The Wegstein method

was employed for this task with success, as it is more stable than successive substitution. [6 The

Wegstein method is based on the algorithm:

x,,-_ g(x.) - x,, g(x,,-l)
x,+1 = (11)

x,,._ g( x,,._ ) - x_ + g( xn )

[!iii_iii_i_i;_ii_i_i__i_i_i_i_i_i_i_i!ii_!iiiiii!ii_i_iii
 iiiiiiiiiiiiiiiiiiiiiiiii!iii  ili  iii i   !i i!i!iiiiiii!iiiiiii!iiiiiiii

5

? '_;i?iiiii',i',i',ii::i',:iiN_iiNNNi_::i_!_:iNi_!iii_,i!iii_,ii!ii!iiiii:,i_,iiiii_,i)!:_i_,_,!_

Update Recycle
Molar Flow Rates

No

1_ Exit

Figure 4 RWGS Material Balance Solution Algorithm

While the system converged with the aforementioned algorithm, the values of permeability

supplied by Pioneer, t_ had to be reduced for all components except carbon monoxide, in order to

prevent the mole fractions of those components in the residue, from being less than zero. This

ultimately led to the use of the cross flow and counter-current methods previously described, for

estimating the material balance around the membrane. The number of stages used in the

simulation was 100, which is recommended as a minimum value by the developers of the method.

All programming for the RWGS material balance solution was implemented in MATLAB code.

While convergence was obtained using the rigorous calculations, the convergence was very time

consuming. In addition, the area of the membrane had to be slightly reduced for convergence. In

this case, as with the solution using the complete mixing model, the permeability's used resulted in

numerical stability problems. Sample results obtained from the algorithm based on a reactor

temperature of 370 °C and a condenser temperature of 2 °C are presented in Figure 5. The

convergence for this case required in excess of 300 iterations of the RWGS algorithm and took on

the order of 2 hours to complete.
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REACTOR CALCULATIONS: (Reactor Temperature = 370 Centigrade)

The Single Pass Equilibrium Conversion is 0.2127
The Molar Flow of H2 in Reactor Feed is 53.6990 gmoles/hr

The Molar Flow of CO2 in Reactor Feed is 23.6718 gmoles/hr
The Molar Flow

The Molar Flow

The Molar Flow

The Molar Flow
The Molar Flow

The Molar Flow

of CO in Reactor Feed is 5.8846 gmoles/hr
of H20 in Reactor Feed is 0.1734 gmoles/hr

of H.2 in Reactor Exit is 48.6642 gmoles/hr

of CO2 in Reactor Exit is 18.6370 gmoles/hr

of CO in Reactor Exit is 10.9194 gmoles/hr
of H20 in Reactor Exit is 5.2082 gmoles/hr

CONDENSER CALCULATIONS: (Condenser Temperature -- 2 Centigrade)

The Total Molar Feed Flow is 83.428827 gmoles/hr

The Molar Flow of H2 in the Vapor is 48.6640 gmoles/hr

The Molar Flow of CO2 in the Vapor is 18.6324 gmoles/hr
The Molar Flow of CO in the Vapor is 10.9193 gmoles/hr

The Molar Flow of H20 in the Vapor is 0.1734 gmoles/hr

The Total Molar Flow of the Vapor is 78.3891 gmoles/hr
The Molar Flow of H2 in the Liquid is 0.0002 gmoles/hr

The Molar Flow of CO2 in the Liquid is 0.0046 grnoles/hr
The Molar Flow of CO in the Liquid is 0.0001 gmoles/hr

The Molar Flow of I-I20 in the Liquid is 5.0348 gmoles/hr

The Total Molar Flow of the Liquid is 5.0397 gmoles/hr

MEMBRANE CALCULATIONS: (Total Area Used = 29.98 m^2)

The Molar Flow of H2 in the Permeate is 48.4826 gmoles/hr

The Molar Flow of CO2 in the Permeate is i8.3818 gmoles/hr
The Molar Flow

The Molar Flow
The Total Molar

The Molar Flow
The Molar Flow

The Molar Flow
The Molar Flow

The Total Molar

of CO in the Permeate is 5.8844 gmoles/hr
of H20 in the Permeate is 0.1734 gmoles/hr

Flow of the Permeate is 72.9222 gmoles/hr

of H2 in the Residue is 0.1814 gmoles/hr
of CO2 in the Residue is 0.2506 gmoles/tu"
of CO in the Residue is 5.0349 gmoles/hr

of H20 in the Residue is 0.0000 gmoles/hr

Flow of the Residue is 5.4669 gmoles/hr

OVERALL MASS BALANCE CALCULATIONS:

The Overall pct. Conversion of H2 is 96.5192

The Overall pct. Conversion of CO2 is 95.1757

The Overall error in the mass balance based on Hydrogen is 0.0007 gmoles

The Overall error in the mass balance based on Carbon in -0.0002 gmoles

RECYCLE STREAM

The Recycle Flow of H2 to the Reactor is: 48.4826 gmole/hr

The Recycle Flow of CO2 to the Reactor is: 18.3818 gmole/hr

The Recycle Flow of CO to the Reactor is: 5.8844 grnole/hr

The Recycle Flow of H20 to the Reactor is: 0.1734 gmole/hr

The Total Recycle Flow to the Reactor is: 72.9222 gmole/hr

Figure 5 Sample Results for Solution of the RWGS Material Balance
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CONCLUSIONS

The material balance for the RWGS process was successfully solved in MATLAB using the

iterative algorithm and rigorous calculations for the gas separation membrane. Model validation is

required to employ the simulation tool developed for use in analysis and optimization of the

RWGS hardware, which will be constructed at KSC. The validation process should include

experimental determination of permeability through the polymeric membrane for each component.

Performance degradation, which can sometimes accompany the hollow fiber membranes, should

also be evaluated. Additional model validation tasks should include analysis of the reactor kinetics

and confirmation that equilibrium is obtained for the RWGS reaction, as well as evaluation of the

phase distribution of components in the condenser.

To complete the model, energy balance calculations should be incorporated into the RWGS

simulation. The development of a rigorous process model for the RWGS system could have

significant impact on the development of the technology for this system. In addition to the analysis

and optimization aspects previously discussed, this type of model can lead to abstraction of

deeper knowledge for use in autonomous control. The development of virtual sensors could also

be a by- product of this type of modeling effort. This would prove useful due to the mass

constraint, which will be place on missions to Mars.

[1]

[2]

[3]

[4]

[5]

[6]
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ABSTRACT

Reduced atmospheric pressures will likely be used to minimize mass and engineering requirements for
plant growth habitats used in extraterrestrial applications. A chamber with high vacuum capability was used to
design and begin construction of a system for testing plant responses to reduced pressure atmospheres. Several

preliminary tests were conducted to evaluate chamber suitability for plant tests and to determine performance
of thermal and vacuum systems at ambient and reduced pressure atmospheres down to 0. iatm. The first tests
consisted of measurements of internal gas volume and leakage rate. The method for volume determination was

quite sensitive and will be needed for plant gas exchange measurements and calculations. This information will
also be used in conjunction with the leak rate. Measured leak rates on the order of 0.46 mm Hg/min at 76 mm

Hg pressure are low enough to conduct sensitive carbon dioxide exchange rate measurements at reduced
pressure given an adequate plant sample (0.5 to 1.0 m2 area). A test rack with lighting provided by 3, high-
pressure sodium vapor lamps was built to accommodate both short-term and long-term plant responses. Initial

short-term experiments with lettuce showed that a pressure of 77 mm Hg resulted in a 6.1-fold increase in the
rate of water loss compared to water loss at ambient pressure. Plants were severely wilted after 30 minutes

exposure to 77 mm Hg. Water loss was found to be inversely correlated with atmospheric pressure over the
range of pressures from 0.2 to 1.0 atm; the rate of water loss at 0.2 atm was 4.3 times higher than water loss at

ambient pressure. Older leaves showed moderate wilting during exposure to 156 mm Hg, but those exposed to

345 mm Hg remained turgid. Results suggest a reduced atmospheric pressure limit of 0.2 to 0.3 atm for lettuce
grown in a solid medium. Follow-up experiments with carbon dioxide control and control at high relative

humidity (> 90 %) will be needed to further confirm and define safe reduced pressure limits that are feasible
for plant tolerance and growth.
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SYSTEM DESIGN AND TESTING OF PLANT RESPONSES

TO RARIFIED ATMOSPHERES FOR INFLA TABLE GREENHOUSES

Kenneth A. Corey

1. INTRODUCTION

Long term economic trade-off studies suggest that advanced life support systems for extraterrestrial

applications will utilize plants to supply human life support requirements for food, oxygen, and potable water

[3]. There is a need to reevaluate and update such studies to incorporate in situ resource utilization practices for
specific scenarios such as reduced atmospheric pressures for inflatable structures on Mars. Even without this
rationale, it is certain that plants will at some time in the not too distant future be a vital and integral

component of the human exploration and settlement of space. Given the certainty of plant culture outside Earth

environments, questions arise regarding the pressure and composition of the atmosphere of growth habitats. If
humans and plants share the same atmospheric volumes, then plant culture is constrained by the priority of
human requirements. Human requirements will likely not involve oxygen partial pressures below 15 to 20 kPa
or total atmospheric pressures below 50 kPa. These partial pressure values are fairly conservative given the fact

that humans are known to adapt to much lower partial pressures of oxygen such as those experienced at high
altitude villages (e.g. Jiachan, Tibet).

It may not be necessary to consider habitats designed for integration of both plants and people since

pressures selected for human habitation are probably not those that would be optimum for growth of plants.
Also, in order to optimize the generation of human resource requirements by bioregenerative means, structures
that optimize the total volume to growth area ratio are desirable (< 2). Furthermore, structural requirements to

contain a pressure gradient decrease with decreasing pressure. Therefore, a premise of this work is to consider
the use of reduced pressure atmospheres in autonomous plant growth structures [2,5] that would be isolated
from human habitation, and provide, in early phase advanced human life support systems, a back-up or perhaps

lifeboat to physical-chemical systems. With such a premise, it follows that it will be necessary to define the
limits of atmospheric pressure and partial pressures of oxygen and carbon dioxide for growth of plants.

Several test facilities have been used to assess metabolic and developmental responses of plants to
reduced pressure [1,6-10,12,18,20,22]. However, most studies thus far have not provided clear separation of

pressure and oxygen effects, nor have they involved complete growouts of large plant samples for assessment
of yield. On the basis of enhanced diffusion of gases at reduced pressure, it is expected that water flux will
iucreasel This effect has been documented in several studies [6,8,10,12,18]. If reduced pressure is also
accompanied by reduced partial pressure of oxygen, enhancement of net photosynthesis and growth may occur

through a reduction in carbon loss by suppressing photorespiration. Photorespiratory effects in C3 pathway
plants such as wheat are well documented [4,13,15,16,19,21] and have been reviewed [11,14,17]. Thus,

reduced pressure atmospheres provide an additional rationale for testing responses of entire crop stands to
reductions in oxygen partial pressure.

2. OBJECTIVES

The objectives of the current research program are to: 1) test the performance of the thermal and

pressure control capabilities of the Thermotron, 2) make volume and leak rate determinations to evaluate the
suitability of the chamber for use in plant gas exchange measurements, 3) conduct preliminary experiments

with small samples of plants to determine the relationship of water flux (transpiration measurements) with

pressure and to determine low pressure limits for lettuce, and 4) begin the design and construction of a reduced
pressure testbed for the conduct of plant growth experiments in rarefied atmospheres.

V
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3. EXPERIMENTS

3.1 Vacuum Chamber

The thermal vacuum chamber er Thermotron (Thermotron Industries, Holland, Michigan) is a high

vacuum chamber rated for i torr and t_ _.rmal control in the range of-72 to 177 C. Effective internal
dimensions of the chamber are 1.22 m xide X 1.22 m high X 1.62 m deep. The blower and motor are housed

internally in the rear of the chamber. The vacuum pump is located external to the chamber. Temperature and

pressure measurements were made with thermocouples and a Barotron pressure transducer, respectively.

3.2 Volume Measurement

A first step in the preparation for measurement of rates of gas exchange of plants is a sensitive
measurement of the total free gas volume of the atmosphere in the chamber. Since the chamber contains

numerous irregular objects such as fans, motors, and blowers, it is not feasible to make internal atmospheric
volume determinations by measurements of dimensions and geometries. A practical approach to such a

measurement is to introduce a known quantity of gas and measure the change in concentration of the gas
associated with the added quantity of gas, followed by application of the ideal gas law. At this time, there are

no penetrations with injection ports to permit this procedure. Therefore, an alternative approach was used to
circumvent this limitation. A preliminary calculation of the mass of carbon dioxide required to bring the
chamber volume to a concentration of 1000 ppm based on an approximate volume of 3.5 cubic meters was
made. A piece of dry ice (initial weight = 3.370 grams) was placed on a scale with an accuracy of 10 .3 grams.

A LICOR infrared gas analyzer was used to measure the concentration of carbon dioxide. A small fan was used

to ensure rapid mixing of the atmosphere as the carbon dioxide sublimed. Readings of dry ice weight and
carbon dioxide concentration were made until all of the initial weight had sublimed. The experiment was
carried out under isothermal and isobaric conditions; the average temperature and pressure during the test were

20 C and 765 mm Hg, respectively. The change in weight of dry ice stopped at 0.05 grams, presumably

because a small quantity of water condensed out from the atmosphere by the local air cooling of the dry ice or
because there was water associated within the structure of the piece of dry ice. Results of the measurements
indicated an excellent linear fit of the data yielding a slope of 6.2 X 10.3 grams/ppm (Figure 1A). Volume of

the chamber was calculated from eq. [5] using the following steps. Let Av = volume of CO2 added and written

as:

Av = AC Vch [1],

where AC is the change in CO2 concentration and Vchis the chamber volume. This equation may also be
written as:

Av = Aw VJ M [2],

where Aw is the change in mass of dry ice, V, is the molar volume of an ideal gas, and

M is the molecular weight of COz. From the ideal gas law,

V_ =n R T/P [3]

Rearrangement of eq.[1] as

Vch= Av / AC [4]

and substituting eq. [2] and [3] into [4] gives

V_, = Aw n R T/AC M P [5]

The volume calculated from eq. [5] was 3,382 liters, This value is reasonable since it is appropriately less than
a volume of 3,577 liters calculated by straight dimension measurements assuming a box geometry and not

subtracting out the volumes occupied by equipment, motors, blower, and other irregular objects. This
straightforward method of volume measurement appears quite sensitive, is rapid, and could be repeated easily
when additional equipment is added to the chamber (i.e. test rack, lights, plant growth system, etc.). In order to
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apply equations for calculating plant gas exchange measurements, the volume measurement so obtained may
be used in combination with leakage measurements.

3.3 Chamber Leakage Measurement

Vacuum chambers have penetrations and seals that may lead to leakage of external air into the

chamber. Measurements involving the rates of uptake or evolution of a gas such as carbon dioxide during

plant photosynthesis and respiration will be affected by significant leakage rates and therefore must be
measured. The most rapid and straightforward method for leakage measurement is to disable the vacuum pump

and follow the pressure increase over time. Evaluation of the first derivative of this function at the pressure of
interest will give a chamber leakage value that can be applied to making corrections to measurements of plant
metabolic rates. A detailed treatment of leakage measurements, calculations, and application to gas exchange

measurements has been reported [6,7].

Results of the first of such rate of rise tests was conducted on June 16, 1999. The chamber was pumped

down to 17 mm Hg, the pump disabled, and the pressure allowed to increase up to 86 mm Hg. Chamber
temperature during the test was between 20 and 21 C. The leakage rate was measured to be 0.46 mm Hg/min
(Figure 1B). Using the volume measurement, the air leakage rate of the chamber, L,, was calculated as 0.87

chamber volumes per day at 20 C. Based upon previous experiences with gas exchange measurements at
reduced pressure [8], this value is low enough to permit sensitive measurements of CO 2 uptake measurements,
given a sufficient plant sample size. The plant sample size required for the acquisition of short term
measurements of good sensitivity and reasonable duration for the Thermotron is in the range of 0.5 to 1.0 m 2

area.

3.4 Plant Test Stand

The development of a test stand for this project involves two phases; the first to conduct short term
determinations of physiological responses of crop plants to atmospheric pressure and composition. These
experiments will involve measurements of water flux (transpiration) and rates of photosynthesis and dark
respiration. The second phase will involve determination of longer-term growth responses in addition to the

gas exchange measurements mentioned. A rack was built to accommodate the space and light requirements for
both phases. Three, 400-W high pressure sodium (HPS) vapor lamps were mounted on a rack that measured
112 cm wide X 152 cm deep X 116 cm high. Photosynthetic photon flux measurements were made with a

LICOR quantum sensor and gave values in the range of 300 to 400 gmol/m'-s depending on position and
canopy height; more than adequate for testing short term physiological responses or for growth of lettuce
plants.

The first phase involved testing small samples of lettuce (Lactuca sativus cuttivar Waldeman's Green)

plants grown in a controlled environment growth chamber. Plants were grown at a temperature of 22 C, 75 %
relative humidity, a photosynthetic photon flux of 260 gmol m-_ s_, a CO2 of 1200 ppm and a light/dark cycle
of 18 hr/6 hr. Seeds were sown in a solid medium (1:1 peat-vermiculite mix), transplanted as seedlings into the

same medium, and grown in 15-cm diameter plastic pots. Plants were fertilized with half-strength modified
Hoagland's solution every other day until 15 days-old, and every day thereafter.

3.5 Lettuce Transpiration Experiments

The first chamber test with lettuce involved placing 2 plants on a scale (0.1 g sensitivity) and

monitoring weight loss at ambient pressure, followed by pumping the chamber down to a pressure of 77 mm

Hg. Plants were watered to bring the soil up to an approximate field capacity moisture content prior to the start
of the experiment, and then placed in plastic bags that were tucked loosely under the foliage to minimize the

evaporative water loss component. Temperature control for the comparison was excellent, but relative
humidity was lower at reduced pressure (-30 %). Weight loss was over 6-fold higher at 77 mm Hg pressure
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andplantsexhibitedseverewiltingfromwhichtheyrecoveredfully inabout30minutesafterreturntoambient
pressure(Figure2).Thenexttestinvolvedanincrementalstepdowninatmosphericpressurefromambient
withplantsheldateachpressureforabout30minuteseach.Sinceplantsexhibitedseverewiltingat77mm
Hg,thelowestpressuretreatmentselectedwas156mmHg(-0.2arm).Therewasaprogressiveincreasein
rateof waterlosswithdecreasingpressure;therateat 156(-0.2atm)beingabout4.3-foldhigherthanthe
vaterlossatambientpressure(Figure3A& 3B). Overtheran_e of 156to766mmHg,therateof waterloss
v asinverselycorrelatedwithpressure(Figure3B).Relativehu.niditywascontrolledfairlywell,thoughit was
lower(68%)forthe156mmHgtreatmentthantheaverageof 76%acrossalltreatments.Thedifferencein
theleafto atmospherevaporpressuredeficitfor thatdifferencein relativehumidityispresumedto besmallin
comparisontothepressureeffect.

Resultsof thepreviousexperimentwereconfirmed,withwaterlossexpressedonaleafareabasisbeing
6.8timeshigherat 147mmHgthanthatof ambientpressure(Table1).Onlyslightwiltingof theolderleaves
wasobservedonthelowpressuretreatment.Thenextexperimentsimplyinvolvedapartialrepetitionof the
previousexperimentwithadirectcomparisonof ambientatmosphericpressureand147mmHg.At theendof
theexperiment,all leavesof eachplantweredetachedandareadeterminationsmadewithaLICORportable
areameter(modelLI-300A).
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Table 1. Water loss from lettuce plants held for 30 minutes in the Thermotron at ambient and reduced

atmospheric pressures. V

Pressure" Temperature b Relat!ve Humidity b Water Loss _

(ram Hg) (C) (%) (mg/minm 2)

777 +0.1 22.9+0.3 81 +3 77

147 + 1.0 22.8 + 0.1 73 +5 522

Walues represent means of 7 readings + 1 S.D. taken over a period of 30 minutes.
bValues represent means of 2 instruments and 7 readings each + 1 S.D. taken over a period of 30 minutes.
:Water loss was expressed on the basis of an average leaf area of 0.31 + 0.03 m_/plant.

4. FUTURE DIRECTIONS

In future studies, it will be important to have a higher degree of control of relative humidity and to be
able to control at a higher value (>95 %). The lower limits of atmospheric pressure attainable without adverse

effects to plants will depend largely on temperature and relative humidity, the factors controlling the leaf to
atmosphere vapor pressure deficit. Higher relative humidity and lower temperature will both have the effect of
decreasing the gradient for water transfer from the leaf to the atmosphere. Additional experiments will be

designed to determine the safe limits for plant growth at low pressure. It will also be necessary to determine
germination of seed and seedling development at low pressures. Perhaps development and growth from seed
will lead to developmental, morphological, and physiological adaptations to the reduced atmospheric pressure
environment.

Based upon the current study, it appears that lettuce will be able to tolerate pressures as low as 0.25 to
0.35 atm without wilting, provided that high moisture in the root zone and high humidity in the atmosphere are
maintained. The preliminary tests of the current study did not involve control of carbon dioxide partial

pressure, a variable known to effect stomatal physiology. Therefore, future tests will require modifications that
will enable carbon dioxide measurement, injection, and control to hold partial pressure constant for

comparisons of different atmospheric pressures. Beyond such studies, there will be additional needs to control
other atmospheric gases such as oxygen and nitrogen, construct an appropriate hydroponic nutrient delivery

system, and monitor key atmospheric and nutrient solution variables. Sensing and monitoring equipment
requirements are proposed that assume a broad flexibility in experimental objectives and treatment ranges and
will be necessary for accompanying plans to measure rates of transpiration, photosynthesis, and dark

respiration. They include sensing capabilities for partial pressures of CO2 and 02, total atmospheric pressure,
temperature, relative humidity, dissolved oxygen, pH, and solution conductivity (Table 2). Following testing
with at least two crop species, it will then be possible to use results of such tests to define some of the

requirements for inflatable structures and specifically for near term prototype testing of such structures on ISS
or on the Moon.
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Table 2. Sensor requirements for reduced pressure plant test stand.

Measurentenl Ratlge

Atmosphere

Pressure

Temperature

Light Intensity

Relative Humidity
Carbon Dioxide Partial Pressure

Oxygen Partial Pressure

Nutrient Solution

pH

Conductivity

Dissolved Oxygen

2 - 50 kPa

10 - 30C

50 - 800 btmol/m-'s
50-95 %

0.01 - 10 kPa

O- lOkPa

5.0- 7.0

500 - 2000 btmho/cm

0.1 to 9.0 ppm
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